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Abstract

In this paper, we provide a theory of supplier-firm interactions to explain firms’ outsourcing relationships.  More specifically, we lay out a screening model, in which a firm learns about the quality of its suppliers through repeated interaction.  As the firm determines the suppliers’ quality with greater precision, it gives a greater proportion of its contracts to these ‘better’ suppliers.  We report evidence from African manufacturing firms, that is consistent with our theory: both frequency and volume of transactions increase with the length of a firm’s relationship with its supplier.  These effects are stronger in poor contracting environments.
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1. Introduction


There exists a significant literature on issues relating to outsourcing in both economics and business management. These literatures emphasize that organizations have limited senior managerial time and financial resources to invest in maintaining efficient performance. Therefore, organizations should focus their efforts on those activities that can be most effectively managed internally, and outsource activities that can be more effectively managed externally. Thus the focus has been more on considering in an incomplete framework set-up, the means to efficiently organize the productive activities (Hart (1995) provides an overview of the above issues).


In this paper we consider the problem of allocating contracts to suppliers after the decision to outsource has been made. The empirical side of the business management literature is largely based on case studies of strategic alliances between organizations and buyer/supplier relationships. Its conclusions tend to be based on anecdotal evidence (such as case studies of outsourcing activities at specific firms) and informal surveys rather than rigorous statistical analysis.


In this paper, we document concrete evidence on the nature of outsourcing relationships, using data from five African countries.  We focus on how firms might deal with suppliers in an asymmetric information set-up. 


More precisely, we lay out the following theory: Given there is asymmetric information regarding supplier quality, the firms screens the suppliers through a gradual learning process.
 Given a fixed requirement by the firm each period, this in turn leads to the firm dealing with a smaller number of suppliers over time and thus a higher volume of transactions with each of them. However, due to inventory constraints, the firm breaks up the contract into smaller sizes and thus increases the frequency of interaction, rather than the size of each individual transaction.  Thus, we essentially develop a model of supplier selection through screening in quality provision. By rewarding good performers with future business, the use of past performance information helps develop long term relationships with suppliers.  We report patterns in the data which are consistent with this model: both frequency and volume of transactions increase with the length of a firm’s relationship with its supplier.  


Our framework very much follows in the spirit of Helper’s (1990) and (1991) studies of the historical development of the US and Japanese automobile industries.  His work suggests that in markets for complex products and services, the behavior of buyers with market power can have a strong influence on the structure and behavior of the supplier industry. Suppliers tailor their investments and develop expertise to fit the tasks that are delegated to them by buyers. In comparing the US and Japanese approaches to buyer/supplier relationships, Helper adapts a framework developed by Hirschman (1970). Helper divides buyer/supplier relationships into two categories based on the buyer’s response when problems arise in the relationship. One is “exit”, where the buyer’s response is to sever the relationship and find a new supplier; and the other is “voice”, where the customer works with the supplier until the problem is corrected. In that vein we find evidence in our study such that the “exit” response, i.e., tournaments, rather than continuing to work with ‘difficult’ suppliers, is more prevalent in areas which have poor conflict resolution mechanisms. (See Bleeke and Ernst (1995) and Ernst and French (1996) for related discussions of conflict resolution).

This relates to the small but burgeoning literature on intermediaries who can collect and provide information about product quality. This has a moral hazard aspect (one side or the other may deliberately shirk or degrade quality to reduce cost) as well as an adverse selection component (quality may be an innate characteristic or type of one side unknown to the other). Dixit (2001) chooses to model moral hazard, while Lizzeri (1999) focuses on adverse selection. We remain agnostic in our model as to what we mean by poor quality, i.e. whether firms intentionally provide bad quality or differing quality  is an inherent characteristic for the firms. In the empirical section we show that both types of reasons behind bad quality is present in our sample. In any case, in the absence of such private intermediaries as mentioned above, firms might take recourse to screening by themselves in order to achieve maximum efficiency from the relationship. Lastly, our work is related to the literature on credit allocation in an asymmetric information set-up which we discuss somewhat at length in the discussion section.


The paper is organized as follows. In Section 2 we suggest a theory for our framework. Section 3 we discuss the data for our study. In Section 4 we provide our empirical results. In Section 5 we discuss specific issues related to our paper and in Section 6 we conclude. 

2. Theoretical Underpinnings

A. The General Model


Consider that there exists a single firm and n0 suppliers in the market. The firm has a periodic need for a product or service at regular time intervals t=1,2,..  . Suppose the supplier’s quality (i is a random variable, and for each provider the firm maintains a probability distribution of (i, Pit((), that represents its understanding at time t of the distribution under which it believes the supplier to be operating. Let {P10, …, Pn0 } be the prior information about each of the n0 suppliers that the firm has as it enters the market for the first time.


At each contact, the firm obtains utility from a delivery, Ut, that provides a noisy signal about (, and uses Bayes rule to update its beliefs. Let a policy (={((1), ((2),…} be a sequence of choices of suppliers, where ((t) is the set of suppliers that the firm deals with in period t. Thus the firm seeks a policy that will maximize the expected discounted value of the future stream of utilities E([
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The formulation of this problem is very similar to the basic version of the multi-armed bandit problem which received considerable attention in the 1940’s, but no substantial progress towards its solution was made until the 1970’s. 


Now, suppose the requirements of the firm are ‘X’ units of goods each period. The firm can either choose a single supplier or a subset of the existing suppliers in a single period. This is the crucial difference between the standard Multi-Armed Bandit problem and the type of scenario that we describe. In the Multi-Armed Bandit Problem, Gittins and Jones (1974) showed that (1) for each supplier, i, the firm may construct an index commonly called the Gittins index, which is calculated independently of the information concerning the other suppliers;
 and (2) at any time t it is optimal for the firm to use the supplier with the highest Gittins index. Gittins (1979) further characterized the index of supplier i as the result of maximizing expected discounted utility per unit of expected discounted time,
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where (i is a stopping time with respect to the history of the process through time t-1, and the notation 
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, emphasizes the fact that the marginal (subjective) distribution of utility at (s-1) is a function of the distribution on the consumer’s belief at the time. 


Observe that the characterization of the Gittins index is that of an optimal stopping problem for the firm’s use of supplier i. Furthermore, the value of the Gittins index explicitly accounts for the fact that the consumer has the option to stop sampling from i and switch to another supplier if the sample information is unfavorable. Because of this,
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and the inequality is likely to be strict.


In practice, the calculation of the Gittins index is a formidable task. In particular, the state space of a general Bayesian bandit, as it evolves, covers the set of all possible sequences of posterior distributions generated by sample paths of the reward process. From a prescriptive standpoint, this poses a computational problem for rational decision makers who are faced with Bandit problems, and over the years effort has been invested in developing effective, simple approximations to the Gittins index. Gans (1999) tries to model a simple myopic consumer where at any time t, the consumer myopically chooses the supplier that has the highest probability of being good. But a crucial assumption in his model is that there is no switching cost from switching from one supplier to the other. In that case, the simple myopic consumer model is inappropriate since consumers will now consider the future gains in selecting and switching amongst suppliers, and not just the immediate utility which they receive. Hence we need a dynamic programming approach for solving the problem with switching costs. 


In the literature on “multi-armed bandits” the optimal solution for a problem with switching costs is unsolved. There has been work on multi-armed bandits with multiple plays. (See for example Pandelis and Teneketzis (1999)) Basically in a model with multiple plays, the firm can choose to operate more than one arm, or in our case suppliers. The optimal solution of the aforementioned class of problems is not generally known. Pandelis and Teneketzis determine a condition on the reward processes sufficient to guarantee the optimality of the strategy that operates at each instant of time the projects with the highest Gittins indices.
 Thus the firm maintains a group of suppliers with the highest Gittins indices. 


The theoretical hypothesis which we posit in the sub-section 2B basically takes off from here. We suggest that the firm does a screening in quality levels with time. So initially they start of with a group of suppliers as suggested above but over time they learn about the quality of suppliers in the group. Hence they are able to screen out the lower end of the suppliers and give contracts to the better suppliers. Given that there is a search cost in our model (as against the multi-armed bandit problem where the firm can sample afresh costlessly) this will in turn lead to the screening taking place from the initial group of suppliers, if the search cost is high enough. In what follows in the next section, we provide a hypothesis which we believe we should tend to observe in such problems. We provide a theoretical model (with two suppliers) with Bernoulli experiments, geared towards our hypothesis. Then we verify our claim in the empirical section.

B. The Bernoulli experiment model


Suppose a supplier deals with two suppliers over a finite period of time. We consider a dynamic programming model with the following ingredients:

· The state space I X S, I: = {1,2}, S: =N02 ; in the state (i,s), i denotes the number of experiment used in the preceding trial and s= (m,n) 
[image: image5.wmf]Î

S is the record of successes m and failures n of previous trials performed on experiment 2;

· The action space A := {1,2}; an action a
[image: image6.wmf]Î

A denotes the experiment to be used on the next trial;

· Π
[image: image7.wmf]Î

[0,1] is the known success probability of experiment 1;

· μ is a probability distribution on [0,1] not concentrated on {0,1}; μ denotes the prior distribution of the unknown success probability of experiment 2;

· r: I X S X A
[image: image8.wmf]®

 R is the one-step reward function. We assume

       Π


if i=a=1

       p(s)                      if i=a=2

r(i,s,a) :=    Π – b

if i=2, a=1


       p(s) – c

if i= 1, a=2,

where c and b are nonnegative constants and



p(s) := 
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for s=(m,n). p(s) is the posterior success probability of experiment 2, given the record s=(m,n) of previous trials. If we perform two successive trials  on different experiments, switching costs c (for a change from 1 to 2) and b (for a change from 2 to 1) must be paid:

· The law of motion is given as follows: if the system is in state (i,s) and action a=1 is taken, then the next state is (1,s) with probability 1. If action 2 is taken, then the system moves to state is (2, s + e1) with probability p(s), and with probability 1-p(s) = 
[image: image10.wmf])
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 it moves to (2, s + e2), where e1:= (1,0), e2:= (0,1). This situation reflects the fact that the information s is not changed by trials on experiment 1, whereas another success (s + e1) or failure (s + e2) on experimenting 2 occurs with probability p(s) and 
[image: image11.wmf])

(

s

p

 respectively;

· α
[image: image12.wmf]Î

R+ is the discount factor, that is, a unit of the reward earned on the jth trial is worth αj-1 at the time of the first trial;

· V0: I
[image: image13.wmf]®

 R is the final reward earned in the final state.

The actions are selected according to the functions fk: I X S
[image: image14.wmf]®

 A, where k denotes the number of remaining steps (trials) (k
[image: image15.wmf]£

N). δ = (fN,fN-1,……,f1) is called a plan (design) for 

the model. 

Given a plan δ and a starting state (i, s) 
[image: image16.wmf]Î

I X S, we can define the total discounted expected reward earned over k trials (k
[image: image17.wmf]£

N). Let Vk(i,s) denote the supremum of these expressions over all plans δ; that is, Vk(i,s) is the maximum total reward if there are k trials left and we are starting from (i,s). Then as is well known from dynamic programming,

Vk(i,s) = max {V1k(i,s), V2k(i,s)},

V1k(i,s): = Π – δi2b + α Vk-1(1,s)

V2k(i,s): = p(s) - δi1c + α [p(s)Vk-1(2,s+e1)+ 
[image: image18.wmf])
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 Vk-1(2,s+e2)]


δij =0 if i
[image: image19.wmf]¹

j and δii=1, V0(i,s):= V0(i).

Vak(i,s) is the total reward obtained if the first action taken is a and the maximum reward Vk-1 is earned on the remaining k-1 trials.


Let fk*(.) be a maximizer of a
[image: image20.wmf]®

 Vak(.); thus fk*(i,s)=a implies Vak(i,s)= Vk(i,s) for 1
[image: image21.wmf]£

k
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N. Then as is well-known from dynamic programming, δ*:=( fN*, fN-1*, …, f1*) is an optimal plan., for which the maximum value Vk is attained for all 1
[image: image23.wmf]£

k
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N. We agree that if V1k(i,s)= V2k(i,s), that is, if the maximum point is not unique, then fk*(i,s)=2. We shall therefore speak of fk* as the largest maximizer.


Given this basic framework we get some results which are given below. But before that we shall define another thing. We shall say that s
[image: image25.wmf]£

s´ holds for s=(m,n), s´=(m´,n´) if m
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 m´ and n´
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n. We say that the function h: S
[image: image28.wmf]®

 R is increasing if s
[image: image29.wmf]£

s´ implies h(s) 
[image: image30.wmf]£

h(s´) for all s,s´
[image: image31.wmf]Î

S. (All proofs are in the Appendix)

Proposition 1: For all 1
[image: image32.wmf]£

k
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N, i
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I

(a) The expressions p(s), Vk(i,s) and V2k(i,s) are all 
[image: image35.wmf]£

-increasing functions of s;

(b) s
[image: image36.wmf]®

 fk*(i,s) is 
[image: image37.wmf]£

-increasing.

The above proposition says that “better” records s of previous trials on experiment 2 results in better future total rewards Vk(i,s). This proposition also says that we will tend to choose the “larger” action (experiment 2) if s is getting “better”. Hence a high quality level supplier will presumably have a better record of successes and so what our results imply is that we would tend to observe more and more of the contract being assigned to the good suppliers over time. 

Proposition 2: Let α
[image: image38.wmf]£

1. For all 1
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k
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N, s
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S we have

(a) Vk(2,s) does not depend on c and is decreasing in b;

(b) fk*(2,s) does not depend on c and is increasing in b.

The above proposition shows that, with growing switching costs (for a change from 2 to 1), the total reward will decrease, whereas the action increases, that is, if the change from 2 to 1 becomes more costly, we will prefer to stay on experiment 2.


From the above results we can find that firms will update their priors from individual supplies each period. They will tend to give more work to the suppliers with whom they had “better” prior experiences.

 
Now suppose that there is one firm and n0 number of suppliers. A firms’ life span consists of T periods. At the beginning, suppose the requirements of the firm are ‘X’ units of goods each period. Given that there are ‘n0’ suppliers in period zero the firm allocates x0(=X/n0) of the goods to be supplied to each of the n0 suppliers.
 Correspondingly for period t the amount allocated to each firm is xt(=X/nt). There is a cost C(xt), where C´>0, C´´>0, which is borne by the supplier and which is paid by the firm. We can interpret this cost as the manufacturing costs to the supplier. There is an inventory constraint for the suppliers such that if the contract given to each individual supplier is greater than some fixed 
[image: image42.wmf]x

, then the amount is broken up into smaller contracts in multiples of 
[image: image43.wmf]x

. Denote the number of transactions with each individual supplier by mt in period t. And each transaction has a per unit cost of ‘r’.

Finally, there is a search cost ‘s’ for firms, each time they try to hire new suppliers. We assume that this is independent of the number of suppliers that they try to hire. Hence, for the first period they will incur a fixed cost of ‘s’ for hiring n0 suppliers and also later when they look for a fewer number of suppliers (as we will see in the equilibrium), they incur the same cost.

Based on our model formulation and our theoretical results our hypothesis is the following. To start with, the firm would deal with the suppliers which are above the basic cut-off at period zero. The possibility of sampling afresh involves the search cost. Hence, as they learn gradually about a supplier’s true quality (or with previous records) they will allocate the contract to the suppliers with better previous records over time. 

A direct consequence of the above mentioned hypothesis is the result that the number of suppliers which the firm deals with over time (nt) decreases and that the frequency of interaction with a given supplier each period is inversely proportional to nt. This is because the frequency of interaction with each individual supplier, say mt= X/(nt
[image: image44.wmf]x

)=K/nt, where K is a constant which is equal to X/
[image: image45.wmf]x

. Hence it follows that as nt decreases, mt increases.


The above result says that given that there is a decrease in the number of suppliers that the firm deals with each period, the interaction frequency with the continuing suppliers increases. This is because, given a fixed requirement by the firm each period, a decrease in the number of suppliers mean that each of them get a higher amount of the contract each period. Since there is an inventory constraint for the supplier, this transforms into breaking the contract into smaller units and interacting more often. 

We also get that the individual contract size to each supplier increases with time, i.e, X/nt< X/nt+1 for all t. With time since the number of suppliers that the firm deals with decreases, the individual amount of the contract that each continuing supplier receives, increases with time. Since we do not have data on the individual transaction size, we rely on the proportional reliance that firm’s take from continuing suppliers.

It follows from above that there exists a finite ‘T´’ after which the firm will not have an incentive to decrease nt.  Hence, the firm will continue dealing with the existing suppliers after T. From the above discussion we know, that with t the number of suppliers decreases (the firm screens the better quality suppliers over time). Hence each of the continuing suppliers gets a larger share of X, i.e. the total quantity needed by the firm. But there is an inventory constraint as mentioned before. To minimize that, the firm breaks up the contract into smaller contracts by increasing the frequency of interaction. Thus each individual supplier gets the larger size of the contract with time, but the firm breaks this amount into smaller amounts (by increasing mt and thus keeping each individual contract less than 
[image: image46.wmf]x

) for the inventory constraint. More explicitly, xt=X/ntmt, and so since nt decreases over time, the firm increases mt to keep the contract size within the inventory constraint such that xt
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. But the cost ‘r’ , that is the per unit transaction cost, imposes an upper bound on the degree of frequency of interaction. Hence after T´, the firm is better off not decreasing the number of suppliers they deal with, and thus increasing the contract size (in terms of goods bought each period from a particular supplier). The firm deals with nT´ suppliers from period T´.

It is worth mentioning at this point that if the legal environment is good then the results obtained above are significantly weakened. This is because the firms can always recoup on lost quality by contingent payments that are agreed upon in advance. For example, the firm might announce the quality level which they require and corresponding suppliers who know that they can satisfy that requirement bid to get the contract. Remember that in our model the suppliers know their own quality levels perfectly. And also we do not consider moral hazard aspects in our model where the supplier might intentionally decide to provide lower quality once they are chosen. Thus we would expect our screening phenomena to be present in areas where such conflict resolution mechanisms are not that effective.

Predictions that follow from the theory

1) With time, the frequency of interaction of the firms with the continuing suppliers in a given time period increases.

2)  Proportional reliance, defined as the percentage of a given raw material that is purchased from the dominant supplier of that material, increases from each continuing supplier with time.

3) Frequency of transaction decreases with the number of potential suppliers that the firm can deal with.

4) The frequency-time relationship (as in point 1 above) is more positive in bad contracting environments.

5) The above results hold for cases where there are inventory constraints. In places where there are no inventory constraints the results are significantly weakened.

3.  Data
The data used in this paper come from surveys administered by the Regional Program on Enterprise Development (RPED) at the World Bank during 1992-95, to four former British colonies in Sub-Saharan Africa (Kenya, Tanzania, Zambia, and Zimbabwe)
.  Three rounds of the survey were conducted in each country; where possible, the same firms were visited in each round.  The survey instrument covered a wide variety of topics including: basic statistics on the firms’ operations; the history of the firms and their owners; use of technology; competition and competitors (only in the later rounds); labor; financing and contractual relations; conflict resolution; regulation; infrastructure; and use of business support services.  


The firms were chosen to reflect a size-weighted representative sample, by industry, of the universe of firms in each country.  The sectors covered by the survey include: Food Processing; Textiles and Clothing; Wood and Furniture; and Metal Products.  Because of the difficulty in assessing levels of industrial activity in these African countries, it is far from certain that the sample is truly representative, but it is not clear that this substantively affects the interpretation of our results.

Whenever one uses data from developing countries, concerns arise regarding data quality.  While we are very sympathetic to these apprehensions in general, we believe that they are minimal with regard to the analyses in this paper.  Most importantly, errors generally arise from misreporting or mismeasurement of accounting data, such as sales; capital; expenses.  All critical regressions below do not require these data as controls, largely because of our fixed effects specifications.  In fact, almost all of our results are derived using only very simple, survey-based variables that are relatively straightforward for the survey respondents to estimate.  Deliberate misreporting, while also often a concern, is unlikely to be driving our results.  First of all, the survey was carried out by an independent organization (as opposed to the government), so there was less incentive for managers to mislead or withhold information.  Furthermore, it is unclear why misreporting would be systematically correlated with any of the variables that we use.


The data are drawn primarily from the Finance section of the first round of the survey, which included information on the firm’s relationships with up to three of its primary suppliers.  It could potentially have been very useful to utilize time series variation in the data, to further analyze our conjectures.  Unfortunately, virtually all questions related to trade credit were dropped from later rounds of the survey, so we are forced to rely exclusively on the first round data.  We also utilize data from the conflict resolution section of the survey, described in greater detail below.

The data contain information on the firm's relationships with the primary supplier of each of its three most important inputs.  Thus, there are up to three observations per firm.  We will be focusing here on two outcome variables: the frequency of interaction with this primary supplier, and the percentage of the firm's inputs that it obtains from the primary supplier.  Frequency of purchases (FREQUENCY) is a variable that is the number of purchases per year, ranging from 1 (annual) to 365 (daily); percentage reliance (PERCENTAGE) takes on values between 1 and 100.  In the case of FREQUENCY, we use the log, to allow coefficients to be interpreted as elasticities.

For each supplier, we also have information on the length of the relationship with that particular supplier (TIME).  For most regressions, we use the log of this value.  Additional information on supplier relationships included whether the supplier was out of the same ethnic group as the firm's owner; whether payments to the supplier generally took the form of trade credit; and whether the supplier was domestic or foreign-owned.  Our model does not make any strong predictions regarding the inclusion of these variables; their inclusion did not affect any of the results reported below.


In addition, we develop a proxy for the quality of suppliers and quality of conflict resolution in each location in our sample.  This comes from the following set of survey questions: each firm was asked whether it had had a problem in the past year with a supplier, with respect to (a) late delivery; or (b) deficient quality.  Conditional on at least one problem having occurred, the firms were then asked whether matters had been resolved in a satisfactory manner, for the most recent difficulty.  We use the two questions regarding supplier problems to construct a dummy variable for each firm indicating whether the firm had had a problem with a supplier in the past year.  We then take the average within each city in the sample as an indicator of the overall quality of suppliers in that location.  Thus, PROBLEM is the proportion of firms in a city that reported having at least one supplier difficulty in the past year.  Similarly, we define a city-level variable, SATISFACTION, that measures the proportion of firm-supplier conflicts that were resolved in a satisfactory manner, as a measure of the quality of conflict resolution in any particular location.


Finally, we calculate a proxy for whether particular firms are better able, or more inclined, to store significant inventories on hand.  To reiterate the reasoning outlined in the theory section, industries where firms keep adequate inventories on hand for production over some significant period of time will be less prone to costly stoppages stemming from supplier negotiation and renegotiation.  We look at the inventory rate, averaging by industry-city, to assess a firm's 'natural inventory intensity,' as defined by the ratio of year end inventories to annual raw material costs. (INVENTORY) 
  Our rationale is that some industries, due to spoilage, are likely to hold lower inventory levels.  Consistent with this prediction, food processing have, by far, the lowest rate of inventories, while metal products have the highest.
  Furthermore, we take location averages to account for differential delivery costs across regions, which numerous studies have found to be important in predicting inventory levels (see, for example, Gulyani, 2001).


Finally, we include firm fixed-effects to control for unobserved differences in firm 'quality'.

The original sample included data on 860 firms; of these, 12 did not report any information on their supplier relationships, and were thus dropped from the sample.  The remaining 848 firms included data on a total of 2121 supplier relationships.  Relationship-level observations were dropped where information on the length of the relationship (117); frequency of interaction (282); or percentage reliance (112) was not reported.
  Of the remaining firms, there is only a single observation for 171 firms, which will effectively get washed out by the firm fixed-effects. Thus, we are left with a sample of 527 firms with 1439 relationships.  Basic summary statistics for the firms are listed in Table 1.

4.  Results
The model outlined in section 2 does not make any strong predictions with regard to the functional form of the regressions, so we utilize primarily linear fixed-effects models, given by the following:

(1)
log(FREQUENCYfs) = (f + (1*log(TIMEfs) + (fs

(2)
PERCENTAGEfs = (f + (1*log(TIMEfs) + (fs

where ( and ( are firm fixed effects, f indexes the firm, and s indexes individual suppliers.  Our basic model predicts positive coefficients on log(TIME) in both equations.  The results of this pair of regressions are reported in Table 2.  In both cases, the coefficient on the length of relationship variable is significant at least at the 5 percent level.  In terms of the magnitude of these effects: the standard deviation of log(TIME) is 0.85, while the standard deviation of log(FREQUENCY) is 1.4, implying that a one standard deviation increase in the length of relationship leads to a fifteen percent of a standard deviation increase in frequency of interaction.  The standard deviation of PERCENTAGE is 27, implying that a one standard deviation increase in relationship length leads also to approximately a 10 percent standard deviation increase in PERCENTAGE.


We take advantage of a further prediction of the theory to try to further probe the validity of our model: firms that are in industries and areas that naturally hold large volumes of inventory on hand should be less prone to costly interruptions due to poor supplier quality.  For example, in food processing, where inventories are low, due to concerns about spoilage, we may expect firms to be more reliant on tournaments, to be certain that a supplier is good before relying on it for a large proportion of inputs.  And this hypothesis, we look at the following:

(3)
log(FREQUENCYfs) = (f + (1*log(TIMEfs) 

       + (2*INVENTORYci* log(TIMEfs) + (fs
(4)
PERCENTAGEfs = (f + (1*log(TIMEfs) + (2*INVENTORYci* log(TIMEfs) + (fs

where i indexes industry, and c indexes city.  Our model predicts (2,(2<0.  In Table 2, columns (2) and (6), we see that this is, in fact, the case: the interaction term in the FREQUENCY regression is highly significant, while the interaction term in the PERCENTAGE regression is marginally significant.  In both cases, the value of the coefficient on the interaction term is such that the implied effect of log(TIME) on the outcome variable is close to zero (slightly negative, actually) for maximal values of INVENTORY.

Finally, the theory suggests that relationship length should have a more pronounced effect on FREQUENCY and PERCENTAGE in environments where finding 'good' suppliers is difficult.  This then raises the question of what defines ‘good’; we remain agnostic on this point in the theory section, though we recognize that bad suppliers can be either (1) low quality; or (2) opportunistic.  In either case, the firm must ferret out bad types in the population.  If learning is about discovering which suppliers provide good quality products, then the tournament we described in the theory section should be more prevalent where firms have greater fear of receiving poor quality products or service (i.e., situations where PROBLEM is high).  On the other hand, if firms learn about the level of opportunism from repeated interaction (i.e., is the supplier an honest 'type", as in Dixit, 2001), then we should find tournaments primarily in situations where there is no recourse against opportunistic behavior by suppliers (i.e., situations where SATISFACTION is low).


To examine these hypotheses, we add interaction terms to the simple specifications in (1) and (2):

(5)
log(FREQUENCYfs) = (f + (1*log(TIMEfs) + (2*SATISFACTIONc* log(TIMEfs)







   + (3*PROBLEMc* log(TIMEfs) + (fs
(6)
PERCENTAGEfs = (f + (1*log(TIMEfs) + (2*SATISFACTIONc* log(TIMEfs)







   + (3*PROBLEMc* log(TIMEfs) + (fs

where c indexes the city the firm is located.  If initial interactions are used to determine the quality of goods and services, we expect (3,(3 > 0.  Alternatively, if firms learn about the level of opportunism of suppliers through early interactions, we expect (2,(2 < 0.  From the results reported in Table 2, columns (3), (4), (7), (8), give us the necessary information. We find that (3,(3 > 0, and (2,(2 < 0.  Thus there are both the effects present in our sample of study. 
Hence we indeed find that the findings of our empirical study confirm the predictions that came out from the theoretical section.

5. Discussion


Our paper is related to the theoretical literature on allocating credit in an asymmetric information set-up. The papers of Ghosh and Ray (1996) and Watson (1995) are some papers in this vein which posits that by steadily increasing the amount of credit it offers, suppliers (of credit) can induce any firms that are unreliable  to break the relationship early and thereby can sort one type of firm from the other. Our results confirm those theoretical findings. On the other hand, if it was gradually allocating more credit to firms based on initial experimental stages and if those visits indicate the intensity of information gathering, then we would have expected the frequency of interaction between the parties to decrease over time. The fact that we find the opposite is due to the inventory constraints. It is true that firms do provide more of the contracts to those suppliers that have been screened in the experimental stages but the interaction is more during the later stages just because of the fact that they have to break the contracts and thus meet with the suppliers more in any given year. Thus, what seems contradictory at first glance is actually in conformity with the theoretical predictions.


Another empirical work which studies interfirm relationships and informal credit is that of McMillan and Woodruff (1999). They find that trading relations in Vietnam’s emerging private sector are shaped by two market frictions: the difficulty of locating trading partners and the absence of legal enforcements of contracts. In the absence of legal enforcement, McMillan and Woodruff find that customers identified through business networks receive more credit. Networks are used to sanction defaulting customers. In contrast, our paper contains results from areas which have a strong legal enforcement mechanism as well as areas which have weak legal enforcement. Hence we can compare results as to how the different regions fare with respect to each other. 

6.  Conclusions
In this paper, we have laid out a simple model of outsourcing, where manufacturers have imperfect information about the quality of their potential suppliers. Then we verified our hypothesis from the theoretical model with the data. We suggest that firms use supplier outputs in the initial stages to 'test' supplier quality before choosing to rely more heavily on a small number of suppliers.  Our model, while straightforward and simple, generates some interesting predictions that are consistent with our data on African manufacturers.


We view this work as a very interesting first step in examining more systematically the nature of outsourcing relationships.  In future work, we hope to further examine the theoretical underpinnings of these relationships, for example, incorporating elements of both moral hazard and adverse selection into our modeling. And also it would be interesting to endogenize the cut-off levels which the firms seem to make in order to implement the screening process. For that a more detailed theoretical investigation is needed.  Furthermore, we hope to be able to probe the predictions of these models through further data collection.
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Proof of Proposition 1(a):
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 which is again a Cauchy-Schwarz inequality.  This proves the fact that p(s) is increasing in s.

#

V2k(a,s) and Vk(a,s) are increasing in s.

The induction steps are as follows. Let s = (m,n) 
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By induction hypothesis on Vk we get,

p(m, n)Vk(a, m+1, n)
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Also by induction hypothesis on Vk, since (i, j) = t
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By using (3) we now get:
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Since Vk+1(a,s) is maximum of two increasing quantities in s, it is also increasing.

Proof of Proposition 1(b): 

First we have to prove the following:

(*) Let (X, 
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Proof: Suppose x =< x'. If f*(x)=1, then nothing to prove. Otherwise, assume 

f*(x)=2. Then w(x,2) 
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 w(x,1). but then by assumption w(x',2) 
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w(x',1). So

f*(x')=2.

Now to prove proposition 1 (b), set X: = S, w(s,a):= Vak(2,s). Then the assertion follows from using the above result just proved.

Proof of Proposition 2:

We get part (a) by just using the induction argument as in Proposition 1 over k. We do not repeat the induction process since we do it in the proof of proposition 1. For part (b) fixed values of k and s, set X:= R+ and w(x,a) = w(b,a):= Vak(2,s) (b). Now the assertion follows from (*) in Proposition 1 (b).

Table 1: Summary Statistics

	
	Mean
	St. Dev.
	Min
	Max
	Obs.

	
	
	
	
	
	

	PERCENTAGE
	77.22
	27.86
	1
	100
	1635

	FREQUENCY
	107.23
	112.84
	1
	365
	1635

	TIME
	11.55
	10.29
	0
	65
	1610

	INVENTORY
	0.17
	0.18
	0
	1.35
	1633

	SATISFACTION
	0.70
	0.19
	0.31
	1
	1633

	PROBLEM
	0.52
	0.18
	0
	0.77
	1635

	EMPLOYEES
	162.53
	431.41
	0
	5240
	1598


Table 2: Effect of Relationship length on Frequency of Interaction and Reliance


	
	Dependent Variable: FREQUENCY
	Dependent Variable: PERCENTAGE

	
	(1)
	(2)
	(3)
	(4)
	(5)
	(6)
	(7)
	(8)

	
	
	
	
	
	
	
	
	

	Log(TIME)
	0.25

(0.070)
	0.49

(0.10)
	0.98

(0.28)
	0.07

(0.22)
	3.42

(1.48)
	5.63

(2.16)
	13.66

(5.80)
	1.30

(4.60)

	
	
	
	
	
	
	
	
	

	Log(TIME)*

          INVENTORY
	
	-1.29

(0.40)
	
	
	
	-12.74

(8.34)
	
	

	
	
	
	
	
	
	
	
	

	Log(TIME)*

        SATISFACTION
	
	
	-1.10

(0.40)
	
	
	
	-15.56

(8.35)
	

	
	
	
	
	
	
	
	
	

	Log(TIME)*

          PROBLEM
	
	
	
	
	
	
	
	4.00

(8.28)

	
	
	
	
	
	
	
	
	

	Firm FE’s
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	
	
	
	
	
	
	
	
	

	No of Observations
	1610
	1610
	1610
	1610
	1610
	1610
	1610
	1610

	Within R2
	0.01
	0.02
	0.02
	0.01
	0.01
	0.02
	0.02
	0.01


Standard errors in parentheses

Data Appendix

TIME: Length of relationship, in years

PROBLEM: Average, by city, of firms that reported having a problem with late payment or deficient quality from a customer in the past year.  See text for details.

SATISFACTION: Calculated from the subsample of firms that reported having customer problems in the past year (see PROBLEM above). Average, by city, of these firms that reported reaching a satisfactory resolution to their most recent problem.  See text for details.

INVENTORY: Average, at the city-industry level, of the inventory rate: year-end raw material inventories divided by annual raw material costs).

FREQUENCY: Average number of deliveries per year, from 1 (annual) to 365 (daily).

PERCENTAGE: Percentage of a given raw material that is purchased from the dominant supplier of that material; takes on values between 1 and 100.

EMPLOYEES: Number of equivalent full-time employees, given by Full-time employees + 0.5*(Part-time employees)
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� Bergemann and Valimaki (1996) develop an infinite horizon learning model, however in their model both suppliers and consumer share the same prior distribution concerning quality. In contrast here suppliers know their quality perfectly while firm have a prior distribution on quality.


� The Gittins index rule is significant because it converts the N-dimensional bandit problem into N one-dimensional problems.


� See Theorem 1 in Pandelis and Teneketzis (1999).


� For logistic reasons it is standard to assume that each of the suppliers get an equal portion of the total contract. But this assumption is not crucial for our results. We have worked out the case where the amount of the contract given to the suppliers varies and the results hold. What is crucial is that the primary supplier (see the empirical part for an exact definition) gets more of the contract over time.


� This seems reasonable since the tender or advertisements that the firm gives out should be independent of the number of suppliers that they are willing to hire. The quality of the suppliers cannot be verified unless the firm has done business with them. And thus they perform a screening mechanism as described in the model.


� See the Data Appendix for an exact definition of proportional reliance (PERCENTAGE).


� Here we are distinguishing between a ‘transaction’ and an ‘interaction’ , as mentioned in point 1. Basically what it means is that the number of suppliers that the firm deals with each period decreases with time. This is what we call transaction. On the otherhand the interaction is used to signify the number of times the firm meets with each supplier in any given period (that is breaking up the contract).


� The survey was also administered in Ghana, but questions on conflict resolution were not asked.


� Results available from the authors.


� While it may, at first, seem peculiar to aggregate conflict resolution at the city level, we have good reason, both theoretical and empirical, for doing so.  There are many city-specific characteristics, such as court systems, information networks, and policing, that affect the ability to resolve disputes.  Furthermore, quite surprisingly, when we take city-level measures of SATISFACTION derived solely from the subset of firms for whom the most recent conflict was due to late delivery, we find that it is very highly correlated with a city-level measures of SATISFACTION derived solely from the (disjoint) subset of firms for whom the most recent conflict was due to deficient quality (( = 0.69), suggesting that there is some significant city-specific component to conflict resolution.  Moreover, SATISFACTION is moderately correlated with country-level measures of corruption, taken from the International Country Risk Guide (( = 0.41).  Interestingly, PROBLEM is not correlated with corruption.


� Very similar results are obtained using country-industry averages.  Available from the authors.


� These differences are highly significant, and dummy variables for industries are highly significant in regressions predicting inventory rates.


� Number of observations dropped in parentheses; deletions done sequentially
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