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Abstract

Financial constraints and differences in entrepreneurial ability are among the key
factors affecting economic performance in developing countries. Emphasizing the link
between the theory microfoundations and the data, the paper considers a heterogeneous
agents model of occupational choice with moral hazard under three financial contract
regimes differing in their degree of financial intermediation. Using maximum likeli-
hood estimation and statistical model comparison methods I find evidence that more
advanced financial contract regimes allowing for borrowing and/or insurance provide
better fit with 1997 Thailand data compared to more restrictive ones. In addition, aug-
menting the contracts with wealth-pooling lottery redistribution arrangements improves
further the explanatory power of the model. A new numerical solution technique for
incentive constrained occupational choice models based on non-linear optimization is
also proposed.

Keywords: Economic Development, Occupational Choice, Moral Hazard, Finan-
cial Intermediation, Maximum Likelihood Estimation
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1 Introduction

The recent negative economic experiences of some Asian and Latin American developing
countries who have seemed to follow the ‘right’ macroeconomic policies have called for a re-
consideration of the way policy recommendations are formed. The focus has shifted towards
studying the microeconomic underpinnings of such events and identifying the key ingredients
of the economic development process operating at individual or household level. A particularly
important issue is the effect of these events on wealth inequality and the welfare of the poorest
part of the population.

Several empirical studies1 have found that financial constraints due to imperfect credit mar-
kets and differences in entrepreneurial ability are among the key factors affecting economic

1See for example Evans and Jovanovic (1989) or Paulson and Townsend (2001).

1



performance in developing countries. On this basis it has been argued that expanding the
financial intermediation sector facilitates economic growth. Another branch of this literature2

focuses on the degree of risk sharing observed in development economies. Basically all formal
econometric tests of risk sharing reject the full insurance hypothesis. To identify the reasons
for this rejection it is important to study the underlying credit and insurance contractual
arrangements. The existence and functioning of formal intermediary institutions as banks
and informal ones as families and kinship networks also play a significant role in this analysis.
On the other hand, various theoretical models3 have stressed the importance of incomplete
information and limited enforcement in the credit markets and their implications for occupa-
tional choice in generating a developing process characterized with inequality and, in some
cases, ‘poverty traps’, i.e. equilibria in which the economy fails to grow out of an initial
subsistence or underdeveloped technological state. Unfortunately, in most cases the ‘commu-
nication’ between the two literatures is weak, with empirical work being purely econometric
and theoretical work purely abstract.

Many important questions arise from the above empirical and theoretical findings. What
are the relevant economic models explaining the observed patterns in developing countries?
In particular, what degree of credit market imperfection matches the data best? Are more
developed regions characterized with higher or lower degree of insurance? Are households
actually constrained in their occupational choices or in the credit markets as the theoretical
models stipulate? What is the time pattern of income inequality generated by the models and
are re-distribution policies efficient? What are the policy predictions of these models and how
can they be implemented?

The present paper attempts to answer the questions above emphasizing the link between
the theory underlying the abstract models of economic development and the data. A main
point of interest is the link between the structure of formal and informal financial and/or in-
surance contracts and institutional arrangements and the resulting consumption, investment
and occupational choices. Formal, and especially informal institutions as family and local so-
cial networks which constitute the macro-level financial system, play an essential role to help
support the well-being of individuals through pooling savings, arranging transfers and direct-
ing credit allocations. In dynamic aspect, the existing contractual arrangements influence the
pattern of wealth distribution in the economy and may have important effects on the degree of
inequality observed along the development path. With relevance to occupational choice they
also have significant implications for rural-urban migration processes and entrepreneurship.

To address the above issues, I consider a model of occupational choice with moral hazard
under three different financial contract regimes: savings (storage) only, borrowing/lending
with limited liability, and general insurance contract (transfers to and from a financial inter-
mediary). The main idea is, keeping the basic structure of the model unchanged, to evaluate
which contractual regime4 (i.e. what level of financial intermediation) produces outcomes that

2Townsend (1994), Udry (1994), Jakoby and Skoufias (1998), Rashid (1990) and Amin, Topa and Rai
(1998).

3Banerjee and Newman (1993), Lloyd-Ellis and Bernhardt (2000), Piketty (1997), Aghion and Bolton
(1997), Gine and Townsend (2002) and Townsend and Ueda (2001) are some of the most representative
examples of this literature.

4The regime evaluation performed in the paper is similar in spirit to the work of Lehnert, Ligon and
Townsend (1997) who however concentrate mostly on the theoretical implications of different regimes of
financial constraints.

2



fit the data best. This knowledge can be then used to form predictions and policy recommen-
dations. The model implications are evaluated using the standards suggested by economic
theory on optimal allocation of risk bearing under incomplete information and neoclassical
production models. The usefulness of this approach of ‘meeting’ the theory with the data is
two-fold: on the one hand it identifies what type of theoretical models are empirically rele-
vant and, on the other hand, it suggests directions for further improvements in our modeling
of economic reality. This contribution of my research is related to the work of Paulson and
Townsend (2001) with the major distinction that while they evaluate the empirical relevance
of different existing occupational choice models, I concentrate on a new, more general model
framework which allows a more accurate assessment of the relevance of the contractual struc-
ture. The second major contribution of my research is a methodological and technical one. So
far, the vast majority of the literature on numerical solution of moral hazard models has used
linear programming techniques after transforming the commodity space into a probabilistic
one5. While having some advantages, this method suffers from heavy computational time and
memory requirements. Instead, I propose a non-linear optimization method which is much
faster and more accurate.

I consider an extended version of the Aghion and Bolton (1997) occupational choice model
with moral hazard. Agents differ in their wealth and entrepreneurial ability and can choose
one of two possible occupations (technologies) - ‘entrepreneur’, requiring positive amounts of
investment and effort, or ‘subsistence worker’6 using only effort as an input in production. The
effort levels supplied by the agents using the first technology (the entrepreneurs) are unob-
servable to outsiders, which creates a moral hazard problem. Agents can deposit and borrow
money from a competitive financial intermediary (a bank) subject to incentive constraints
and any (exogenously imposed) constraints on the structure of the financial contracts in the
economy.

Given her wealth and ability endowments an agent chooses an occupation and enters in a
contract with the intermediary. Due to the indivisibility of the occupational choice decision,
in general there will be a non-convexity in the agent’s indirect utility of wealth which suggests
that pooling resources among agents and then redistributing them via lottery can be efficiency
improving. The mechanism is similar to the one of rotating savings and credit associations
(‘roscas’) observed in developing countries and thus the presence of such organizations needs
to be taken into consideration as well. That is why, in each of the three financial contract
regimes listed above I consider the case when such lotteries do or do not operate.

For the six resulting regimes I compute numerically the optimal contracts specifying the
constrained optimal allocations of consumption, effort and investment and the occupational
choices implied by them. In contrast to the existing literature, in the numerical computation
of the optimal credit /insurance contracts I use a non-linear method theoretically based on
the ‘first order approach’ (Rogerson, 1985). An important theoretical result of the paper is
demonstrating the equivalence between a general insurance contract stipulating agent’s con-
sumption, effort, output and investment combinations and the implied occupational choice
probabilities and a two-stage process of a lottery over wealth followed by an insurance con-
tract given the optimal occupational choice implied by the wealth won in the lottery. This
equivalence allows me to replace the linear programming approach usually used to solve this

5See for example Phelan and Townsend (1991), Prescott and Townsend (2001a,b) and Lehnert (1998).
6Referred to shortly as ‘worker’ in the rest of the paper.
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type of problems with the fast and reliable non-linear method of computing the indirect utili-
ties of wealth of choosing a given occupation and taking their convex hull if roscas are allowed
by the contractual structure. This separation of the computation into two stages leads to
a substantial improvement in terms of computational speed and accuracy due to the lower
dimensionality of the resulting problems.

The results of the computation are used to perform both static and dynamic characteriza-
tion of the model implications under the different contractual regimes and compare the welfare
differences from switching between different financial structures. This corresponds to evaluat-
ing the gains or losses of altering the degree of financial regulation or expanding/contracting
the degree of financial intermediation.

I find that while a higher degree of financial intermediation and insurance is welfare im-
proving in a static sense, the low consumption variability across good and bad states in the
insurance contract may lead to lower effort and/or investment for some agents, which can, in
principle, have negative dynamic implications for output levels and growth. The welfare effect
of lotteries is always positive as they help some ex ante poor agents to become entrepreneurs
but this may be at the cost of higher degree of wealth inequality. This result relates to the
numerous calls for poverty ‘safety nets’ by policy makers and implies that static considerations
need to be carefully weighed against dynamic effects working through the wealth distribution.

In addition to the theoretical analysis described above, I use income and occupation data
from Robert Townsend’s Thailand economic survey to estimate statistically what mixture of
credit and insurance in the financial contract matches the data best. The survey was per-
formed in 1997 and includes 2313 households from two socioeconomically distinct regions of
the country. The available data includes household wealth, occupation of head, access to
various formal and informal financial institutions and education. I perform a maximum like-
lihood estimation of the relevant parameters in the six contractual structures, supplemented
by a statistical test establishing whether or not one can reject one model specification in favor
of another. The variable which is fitted is occupational choice. The econometric analysis
is performed for the whole sample as well as for various sub-samples of the data chosen on
regional, wealth, financial participation or educational basis. In particular, in relation to the
large literature about the degree of risk sharing in developing countries, it is interesting to see
if higher degree of development is consistent with a contractual structure featuring more or
less insurance.

The model comparison results show that the savings only financial contract is rejected
in favor of both the borrowing and lending and the insurance contracts across most data
sub-samples, which provides confirmation for the presence of some degree of consumption in-
surance. Nevertheless, the degree of insurance present is not necessarily the maximum possible
as the more limited borrowing and lending regime cannot be rejected in favor of the general
insurance and transfers one. The importance of including the possibility for wealth lotteries
(roscas) is demonstrated convincingly by the empirical analysis: the model specifications with
lotteries provide better fit than their counterparts without lotteries. These differences in the
best fitting model specifications can be used to infer theoretically and empirically backed pol-
icy recommendations. Finally, to test the dynamic implications of the three model regimes, I
use a mix of calibration and maximum likelihood estimation techniques using Thai national
statistics data. The results demonstrate that the model is capable to match the time paths
of income growth, inequality and the fraction of entrepreneurs in the data.

The rest of the paper is organized as follows. Section two describes the model and the
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three basic types of financial contracts studied. It also contains a description of the numeri-
cal solution techniques used to solve the model and a basic characterization of its static and
dynamic implications using simulations. In the third section I perform a maximum likeli-
hood estimation of each of the model regimes followed by statistical comparisons between
them to establish which financial contract regime fits the data best. Section four studies the
time dynamics generated by the model and compares them to the data using a mix between
estimation and calibration of the model parameters. Finally, section five concludes.

2 Model Description

The model of the paper is an extended version of the models of Aghion and Bolton (1997)
and Lehnert (1998). Agents, i ∈ I are heterogeneous in their consumption good endowments
(to be referred as ‘wealths’), ai and entrepreneurial ability, θi and have preferences given by
u(c, z), where c is consumption and z is labor effort. The utility function is assumed strictly
increasing in its first argument, strictly decreasing in the second and concave. There are two
available technologies in the economy through which the single consumption and investment
good in the economy is produced. The first technology involves investing a positive amount,
k and can be written as pe(q|θ, k, z), i.e. the probability of achieving output level q given
effort z, investment k and the agent’s entrepreneurial ability θ. The probability pe is assumed
increasing in all its arguments. We call this technology ’entrepreneurial’ and the agents who
use it ’entrepreneurs’. The second technology can be operated without making any investment
(i.e. k = 0) and can be represented as pw(q|z) - the probability of achieving output q given
effort z and no investment. As before, pw is increasing in z. The agents using this technology
are called ‘subsistence workers’ or, in brief, just ’workers’. This technology is meant to be
interpreted as subsistence agriculture technology, hence the assumed stochasticity of output.
This is a generalization of the Aghion and Bolton (1997) and Lehnert’s (1998) models as they
assume that zero investment leads to zero output with certainty.

Except in their input requirements the two technologies differ in the information that they
provide to outsiders, i.e. the degree of contractibility with respect to the inputs employed.
In particular, I assume that the effort levels supplied by the entrepreneurs are unobservable
to any outside parties, which leads to a classic moral hazard problem in all non-autarkic
settings where entrepreneurs may enter contracts with other agents. It is assumed, however,
that intermediaries can design contracts taking ability into consideration thus disregarding
potential adverse selection complications. In contrast, workers’ efforts are assumed observable7

and thus can be stipulated directly and enforced through an appropriate contract.
Given their wealth, ability, and the possible financial contracts with the bank, agents

choose the technology which would provide them with higher expected utility. Thus their
maximization problem can be solved in two steps: first compute the expected utility yielded
by each occupation and second choose the occupation that yields higher expected utility.
Agents live for one period and leave as bequest a constant fraction s of their end-of-period
wealth to their single child8 which becomes the latter’s wealth endowment. Thus there is no

7This assumption is not very crucial for the results and can be interpreted as stemming from the fact that the
subsistence technology involves performing some simple and easy to control tasks, whereas the entrepreneurial
one is much more complicated.

8This is a standard assumption in the occupational choice literature (see Banerjee and Newman, 1993 or
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population or technological growth in the model and all interesting dynamics are transitionary.
This is by no means a shortcoming as the model is designed for studying developing economies
which are presumably not in a steady state.

There exists a risk-neutral competitive financial intermediary (bank) in the model econ-
omy with which agents can enter into financial contracts involving borrowing, lending and/or
insurance. As stated in the introduction, I am interested mainly in studying the static and dy-
namic effects of varying the structure or type of these financial contracts. In particular, from
a static one-period perspective, I will be interested how consumption, effort and investment
depend on the contractual structure. From a dynamic perspective I will be looking at the
effects on inequality, income levels and growth rates, the fraction of entrepreneurs as well as
the interest rate. I will be also interested in the empirical relevance of the contract structure
with respect to its fit with the data.

For analytical and computational simplicity I assume that there are two possible output
realizations for each occupation (two states of the world). For the entrepreneurs, output can
take on two values: q = θqh and q = θql, with qh > ql, whereas for the workers output is either
wh or wl < wh. I further normalize ql = 0 and wl = 0 which is interpreted as failure of the
business project or the agricultural crop. Notice that higher entrepreneurial ability leads to
higher output levels, i.e. for the same levels of investment and effort a more able entrepreneur
would achieve higher expected output.

2.1 Types Of Financial Contracts

The paper concentrates on three alternative types of financial contracts (regimes) between
the agents and the intermediary differing by their ability to serve as consumption smoothing
devices. In each of the three cases the type of feasible contracts is imposed exogenously for
simplicity but can be justified instead by transaction costs, lack of appropriate institutional
mechanisms, government intervention, etc.

1. Savings (Storage) Only Contract
The first type of contract is a savings (storage) only, i.e. no borrowing is possible. Under

this contract agents can only deposit (store) any amount of the consumption good with the
intermediary earning a fixed gross return of r in the end of the period. In the static analysis
the interest rate r is taken as exogenously given but this assumption is relaxed later on in
the dynamic setup. Given the assumptions made above, the maximization problem of an
entrepreneur with wealth a and ability θ under this contractual structure looks as follows:

max
z,k

pe(z, k)u(ch, z) + (1− pe(z, k))u(cl, z) (1)

s.t. ch = θqh + r(a− k)

cl = r(a− k)

0 ≤ k ≤ a

where ch and cl are the levels of consumption in the case of success or failure. The last
constraint states that only saving and no borrowing is possible, thus all investment must be
self-financed if only this type of financial contracts is feasible in the economy. Consumption

Piketty, 1997) which can be justified formally by assuming a ’warm-glow’ preferences as in Andreoni (1989).
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in each state of the world is just the realized output plus any return on savings. Despite the
unobservability of effort there is no moral hazard problem under this type of contract as there
is no risk for the bank.

Similarly, subsistence workers solve:

max
z

pw(z)u(ch, z) + (1− pw(z))u(cl, z) (2)

s.t. ch = wh + ra

cl = ra

As there is no investment all wealth is deposited with the intermediary.

2. Borrowing/Lending Contract
This is a standard borrowing/lending contract between an agent and the bank: the agent

either deposits some amount of money in the bank in the same way as in the savings contract
above and earns r or she can request a loan from the intermediary. The bank announces a
repayment amount for each state of the world which in general would depend on the size of
the desired loan. The agent takes the repayment schedule as given and decides how much to
borrow. I assume that there is limited liability, i.e. agents’ consumption cannot be negative,
which means that in the case of project failure the agent would not be able to repay anything
back to the bank. The latter would take this into account by setting the required repayment
under failure to zero and adjusting the repayment due under success by raising the effective
interest rate enough so that it breaks even on the loan (i.e. earns in expected terms at least
the reservation interest rate r). Clearly, the repayment in case of success would then depend
on the probability of success of the agent’s project. A lending entrepreneur solves the problem
(1) exhibited above without imposing the constraint k ≤ a. To be consistent with lending,
the optimal investment amount k∗ at the solution to this problem must be not bigger than
agent’s wealth a. In case that k∗ > a the agent would be willing to borrow some amount from
the bank. Given a required repayment rate under success of R, the maximization problem of
a borrowing entrepreneur looks as follows:

max
k,z

pe(z, k)u(ch, z) + (1− pe(z, k))u(cl, z) (3)

s.t. ch = θqh −R(k − a)

cl = 0

Remember that effort is unobservable to the bank so it must induce it by designing the
repayment rate R accordingly. We assume that in equilibrium the bank must earn at least its
reservation return of r on each loan, i.e. R must solve:

R =
r

pe(ẑ(R), k̂(R))

where ẑ(R) and k̂(R) are the solutions of the entrepreneur’s problem above (3) taking R as
given. The interpretation of the above condition is that the bank should charge an interest
rate higher than r in case of success, which happens with probability pe, to offset the zero
return it makes under failure. Clearly, such a policy would lead to suboptimal effort levels
on the part of the entrepreneurs as it basically taxes success reducing the incentive of agents
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to supply more effort. The second-best nature of the solution stems from the moral hazard
problem and the assumption of limited liability.

The workers solve exactly the same problem as before, (2) as they do not invest and thus do
not need to borrow from the intermediary. Obviously the borrowing/lending contract provides
more opportunities for consumption smoothing for the agents who choose the entrepreneurial
occupation compared to the savings only contract and as such it (weakly) Pareto dominates
the savings contract. However, it is still quite restrictive as it provides no insurance transfers
to the agents in case of project failure.

3. General Insurance/Transfers Contract
The last financial contract type allows all possible types of state contingent transfers

between the agent and the intermediary to achieve maximum consumption smoothing. Under
full information it is well known that, since the agent is risk-averse and the intermediary is
risk-neutral, the optimal contract will be the one providing equal consumption to the agent in
both states of the world (success or failure). This is achieved by the agent making a transfer
to the intermediary in case of success and the intermediary making a transfer to the agent in
case of failure providing full insurance. This is exactly the case with the contracts between the
workers and the bank. Since entrepreneurial effort is unobservable, however, full consumption
smoothing is not possible as it is not incentive compatible. Indeed if the agent is promised the
same consumption under success and failure she will always choose the lowest possible level
of effort (zero) as effort is costly and output will be always zero. What would happen instead
is that the bank would provide less than full insurance which however still Pareto dominates
the borrowing/lending contract described above.

Under this type of financial contract I assume that, due to competition, bank’s profits
are going to be zero in equilibrium and thus we can think of it as maximizing the expected
utility of its customers as a function of their wealth and ability subject to breaking even and
incentive compatibility (where applicable). What the bank does in fact is set k, ch and cl

and recommend an effort level z which maximize the expected utility of the agent. If the
bank finds optimal to set k > 0 the agent will be an entrepreneur, while if k = 0 she will
be a worker. Potentially, the occupation assignment inherent in the choice of k can be in
the form of a lottery, i.e. the bank may find optimal to assign k = 0 with some positive
probability and some level of k > 0 with the residual probability. In general there might be
similar lottery assignments of effort or consumption levels for given occupation and state of
the world, although it is easy to see that the assumed concavity of the utility function would
make such lotteries degenerate at the optimum.

The usual way of writing9 the general insurance/transfer contract described above involves
introducing new variables in the form of the probabilities that a particular consumption, c,
output, q, effort, z and investment, k allocation is assigned as a function of the agent’s wealth, a
and ability, θ : π(c, q, z, k|a, θ). The consumption level in such an assignment will be in general
a function of the output level due to the moral hazard problem. Notice that these probabilities
can be also interpreted as lotteries over different consumption, output, investment and effort
allocations that are being offered to the agent. Following Lehnert (1998) let us call this type
of lotteries ’input lotteries‘. Introducing the π′s allows us to write the bank’s problem as the

9See Prescott and Townsend (1984a and 1984b), Phelan and Townsend (1991), Lehnert (1998), Paulson
and Townsend (2001), and Karaivanov (2001).
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following linear program10 in π(c, q, z, k|a, θ):

max
π(c,q,z,k)≥0

∑

c,q,z,k

π(c, q, z, k)u(c, z) (4)

s.t. ∑
c

π(c, q̄, z̄, k̄) = p(q̄|z̄, k̄)
∑
c,q

π(c, q, z̄, k̄) for all q̄, z̄, k̄ (5)

∑

c,q,z,k

π(c, q, z, k)(c− q) = r
∑

c,q,z,k

π(c, q, z, k)(a− k) (6)

∑
c,q

π(c, q, z, k)u(c, z) =
∑
c,q

π(c, q, z, k)
p(q|z′, k)

p(q|z, k)
u(c, z′) for all k > 0, z, z′, (7)

∑

c,q,z,k

π(c, q, z, k) = 1 (8)

where

p(q|z, k) =

{
pe(z, k) if k > 0
pw(z) if k = 0

. (9)

Let us describe the problem above in a more detailed way. The objective is simply the
expected utility that an agent would get at the assigned combinations (c, q, z, k). The first
constraint, (5) ensures that the probabilities constituting the contract, π(c, q, z, k) are con-
sistent in Bayes sense with the production technology p(q|z, k). The second constraint is the
break-even (zero profit) condition for the bank, stating that on average all outgoing transfers
for the bank must equal all incoming transfers. The following constraint, (7) is the incen-
tive compatibility constraint which ensures that the recommended effort level will be indeed
implemented by the agent. Basically it states that the expected utility of implementing the
recommended level of z (the left hand side) must be bigger or equal to the expected utility of
deviating to some alternative effort level z′. Finally, the last constraint, (8) ensures that the
probabilities sum to one.

2.2 Solution Techniques

In this section I describe the techniques used to solve the optimization problems for the three
types of financial contracts stated above. All problems were solved numerically as in general
closed form solutions cannot be obtained. Since the purpose of the paper is comparing the
implications of the financial contract regimes and taking them to the data, I have tried to
use more general and flexible parametrizations and functional forms for the fundamentals of
the models, instead of aiming for analytic simplicity and risking to obtain only restricted
conclusions. The functional forms used in the computed solutions are as follows:

u(c, z) =
c1−γ1

1− γ1

− λ
zγ2

γ2

(10)

10This linear program is known in the literature as a ‘moral hazard problem with lotteries’.
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pe(z, k) =
kαz1−α

1 + kαz1−α
pw(z) =

z

1 + z

The utility function11, u(c, z) displays constant relative risk aversion in consumption rep-
resented by the parameter, γ1 ≥ 012. This is a generalization of the functional forms used in
Aghion and Bolton (1997) and Lehnert (1998) who impose risk-neutrality (γ1 = 0). Allowing
for risk aversion has the important consequence of making the agents demand insurance in
case of failure which not all of the financial contracts described above are able to provide and
thus their implications can be distinguished more easily. The other two parameters, λ > 0
and γ2 ≥ 0 determine respectively the relative disutility of effort and the degree of aversion
to variations of effort and also represent a generalization of the quadratic effort cost used in
Aghion and Bolton or Lehnert.

The production (probability of success) functions differ from the ones used in Paulson
and Townsend (2001) by allowing k and z to be chosen on the whole positive ray of the
real line, [0,∞) instead of restricting them to lie on [0, 1]. The advantage of this approach is
that one need not worry about corner solutions for effort and investment which can make the
interpretation of the results complicated and which have no economic meaning endogenous
to the model. The parameter α ≥ 0 provides further flexibility with respect to the relative
importance of investment and effort for achieving the high output level.

Given the above functional forms the optimization problems for each occupation in the
savings only and the borrowing/lending setups are solved employing standard non-linear tech-
niques based on the quadratic programming approach. The relative simplicity of the problems
allows substituting the constraints in the objective and transforming them to standard un-
constrained optimization problems and simple non-linear equations13.

2.2.1 Wealth Lotteries

After solving the utility maximization problem for the workers and entrepreneurs we can
derive their indirect utility functions, vE(a, θ) and vW (a). In this section I will assume that
ability is fixed at some value and thus interpret the indirect utility functions of wealth only.
Since consumption depends directly on wealth in a linear way and since u(.) is concave in c it
is clear that, by the envelope theorem, vE and vW are concave in a for both the savings only
and the borrowing/lending setups. Since, given her wealth level, a an agent would choose
the occupation that provides her with higher indirect utility, the utility realization she would
obtain is the outer envelope of vE(a) and vW (a), i.e. v(a) ≡ max{vE(a), vW (a)}. Clearly,
even though vE and vW are concave in wealth, v(a) will not be concave in general14. The
reason for the non-concavity is the discreteness inherent in the occupational choice problem -
an agent is assumed to be able to hold only one occupation at a time, i.e. she cannot split her
time endowment between the two occupations. Clearly then an ex-ante lottery in wealth can

11The form of the utility function used here is basically the same as the one in Paulson and Townsend (2001)
except for small notational differences.

12The case γ1 = 1 is interpreted as ln c.
13More details on the numerical computation methods used, including the actual Matlab codes used to

compute the solutions, are available from the author upon request.
14Unless one of the occupations provides higher utility for all wealth levels.
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restore concavity15. Basically what such a lottery does for an agent with wealth a that puts
her in the non-concave region of v(a) is offer her, with some probability, a wealth level, a1 > a
at which she would be on the right concave region of v and, with the residual probability, a
wealth of a2 < a at which she would be at the left concave region of v (see fig. 1).

Obviously the above arrangement would provide agents with higher expected utility. A
natural counterpart for such wealth lotteries exists in various developing countries in the form
of the so-called ‘rotating savings and credit associations’, or ‘roscas’, which allow individuals
to pool their wealths and then assign the pooled wealth by a lottery to one of them to buy a
durable good or implement certain investment project. Roscas have been studied extensively
in the development literature both theoretically and empirically16 . In our setup we can think
of them as having several individuals with given wealth level, a at which v(a) is convex, pool
their wealths and then some fraction of them being assigned via lottery to a higher wealth level
and the rest to a lower wealth level such that the total pooled wealth is exhausted. Notice that
the wealth lotteries create inequality, i.e. if we take a number of agents with equal wealths
and they play the lottery, as a result they are split into two groups (‘losers’ and ‘winners’)
with potentially very different wealth levels. This shows that sometimes welfare improving
arrangements can lead to increased inequality.

In the following sections I will look at the implications of the models described above when
such ex-ante wealth lotteries (‘roscas’) are or are not possible. The no-lottery contracts simply
state that the agent chooses the occupation that provides her with higher utility given her
wealth but she does not have the opportunity to make this wealth higher by entering a lottery.
Thus, I will be interested to see how allowing for the agents to participate in wealth pooling
schemes can help alleviate the constraints imposed by the structure of the feasible financial
contracts with the intermediary. The welfare effect of the lotteries will also be studied.

2.2.2 Equivalence of Input and Wealth Lotteries

Let us now describe in more detail the technique used to solve the general insurance/transfers
problem, since, as mentioned in the introduction, it represents a new approach for solving
moral hazard problems with lotteries. The commonly used in the literature method of solving
these types of problems numerically is to choose discrete grids for the possible values that
c, z and k can take and solve the resulting constrained linear program with respect to the
probabilities π(c, q, z, k). Although this method is very general and does not rely on almost
any assumptions about the functional forms used, it has several major drawbacks. First, even
with very modest grid sizes, e.g. 10 points each, the dimension of the problem expressed in
the number of variables and constraints is very high17. This ’dimensionality curse’ requires a
lot of computer memory and time especially when one wishes to use denser grids. If too coarse
grids are used the quality of the solution deteriorates and the results may be unreliable. A
second shortcoming of the linear programming approach which is related to the first is that
discretizing the problem using grids may introduce the so-called ’grid-lotteries‘ which arise
when the real solution is between two of the grid points. These lotteries have no economic

15Among the previous literature that has noted this property of discrete choice models are Rosen (2002),
Lehnert (1998).

16See Besley, Coate and Loury (1993), Besley and Levenson (1996), Calomiris and Rajaraman (1998).
17With 10 grid points each for c, z and k and 2 output levels the number of variables in the program is 2000

and there are 2002 constraints.
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interpretation and may ’contaminate’ the solution. Finally, if the end grid points turn out to
be chosen incorrectly it is possible to obtain a corner solution when in fact the true one is
not. Because of these reasons I have opted to use the particular structure of the problem and
propose a new method of solving such moral hazard problems with lotteries.

The main innovation in my approach is that it does not rely on linear programming solution
methods but instead transforms the original problem into an equivalent one involving solving
two non-linear constrained optimization problems, one for each occupation. The basic idea is
to use a result due to Cole and Prescott (1993) which shows that solving the linear program
with lotteries (4) is equivalent to solving the optimization problems for the two occupations
separately and allowing a lottery over wealth, a only, as described above.

Under the general insurance/transfers contract the problem of the bank when dealing with
an entrepreneur looks as follows:

max
k,z,ch,cl

u∗(z, k) ≡ pe(z, k)u(ch, z) + (1− pe(z, k))u(cl, z) (11)

s.t. z ∈ arg max
z

u∗(., k) (ICC)

pe(z, k)ch + (1− pe(z, k))cl = r(a− k) + pe(z, k)θqh (BE1)

The interpretation is that the bank sets k, ch and cl and recommends an effort level z
which maximize the expected utility of the entrepreneur subject to two constraints: first, the
recommended effort level must be indeed the optimal one to be chosen by the agent given
k, ch and cl, and second, the bank must break even, i.e. the expected outlays (the left hand
side of (BE1)) must be equal to the expected income (the right hand side). Intuitively what
happens is that the agent commits to giving all her wealth and output to the bank18 and in
exchange obtains consumption transfers of ch or cl depending on the state of the world.

The problem of the intermediary when dealing with a worker is similar, except that there
is no need of the incentive compatibility constraint (ICC) as effort is fully observable. Due to
the concavity of the utility function it is optimal to set consumption and effort equal in the
two states. Thus we can write the problem of the bank simply as19:

max
z,c

u(c, z) (12)

s.t. c = pw(z)wh + ra (BE2)

The second constraint is simply (BE1) written for this problem since now ch = cl and k = 0.
The following result provides the basis of the solution technique used to solve for the

optimal contracts in the general insurance setup.

Proposition 1 (Equivalence between Input and Wealth Lotteries)

The optimal effort, investment and consumption levels20 corresponding to the solu-
tion of the linear moral hazard program, (4) (input lottery problem) coincide with
the solutions of the optimization problems (11) and (12) combined with an ex-ante
lottery over wealth only (wealth lottery problem).

18They are observable and it is assumed that it is not possible to hide any wealth or output.
19Note that we could have written the problem in its general form as in (11) and then show that the solution

satisfies ch = cl. We take a short-cut instead and impose the latter condition to make the problem simpler.
20I.e. the optimal contracts between the agents and the intermediary.
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The above proposition states that under our assumptions we can replicate the solution to
the problem with input lotteries by using only a wealth lottery among the agents with a given
a. This implies that the only contribution of the input lotteries is to allow agents to engage
in implicit lotteries over wealth. The agents find it optimal to participate in such wealth
lotteries as their indirect utility of wealth has convex regions induced by the indivisibility of
occupational choice.

Showing the equivalence between the solutions to the input lottery and the wealth lottery
problems as described above is just the first step of the computational algorithm to solve
for the optimal general insurance/transfers contract. The main purpose of this step is to
reduce the dimensionality of the problem by making possible to solve the problems of agents
of different occupations separately. Moreover, it was shown that only wealth lotteries are
sufficient to reproduce the optimal contracts, i.e. we can disregard any other types of possible
input lotteries.

The next question is how do we solve the problems (11) and (12) and how do we compute
numerically the wealth lottery which is equivalent to convexifying the v(a) function. One pos-
sibility is to use the linear programming approach but this has all the disadvantages discussed
above. Instead, I solve the problems in their original, non-linear form. The worker’s prob-
lem (12) is a standard non-linear maximization program and can be solved by conventional
nonlinear optimization methods. To solve the entrepreneur’s problem (11), however, we need
to transform the incentive compatibility constraint (ICC) into a more manageable form. The
standard way to do this is to replace it by the first order condition of the maximization prob-
lem with respect to effort. This is known as the ‘first order approach’ and, as demonstrated
by the literature21, is by no means universally valid but requires some restrictive properties to
be satisfied by the probability function determining output as a function of effort. The next
result shows that under our assumptions the first order approach is valid, i.e. the solution
obtained by replacing the maximization problem in (ICC) by its first order condition is a
maximum of the objective function of (11).

Proposition 2 (Validity of the First Order Approach)

The production function pe(q|z, k) satisfies the monotone likelihood ratio property
(MLRP) and the convexity of the distribution function condition (CDFC) implying
that the first order approach is valid.

The proof of the sufficiency of the MLRP and CDFC for the validity of the first order
approach is due to Rogerson (1985). In general, in a setting with more than two output levels
the two conditions become quite restrictive but in our case they are easily satisfied. The
numerical solution method proposed in the paper does not necessarily require the use of the
first order approach although if the latter is valid the computation is sped up considerably.

Having shown that the first order approach is valid, we can replace the ICC by the first

order condition
∂u∗

∂z
= 0 which is a non-linear equality constraint in z, c and k and use non-

linear optimization methods to solve the problem. The only remaining issue is the wealth
lottery, which is equivalent to convexifying v(a) = max{vE(a), vW (a)}, i.e. taking its upper
convex hull, vC(a). This step is performed by choosing a dense discrete grid on wealth a,
computing the value of v(a) at the grid points by solving directly the non-linear problems

21See for example Mirlees (1975) and Rogerson (1985).
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(11) or (12), and computing the upper convex hull of the points with coordinates (aj, v(aj))
where aj, j = 1, ..n are the points in the grid. After the convex hull is computed we can
evaluate it at any value of a by using a cubic spline approximation22. Knowing the convex
hull of v, however gives us only the indirect utility value obtained by an agent with a given
wealth a. To get the optimal contract between the agent and the bank we also need to know
at which interval for a (if any) wealth lotteries will be used at optimum. This amounts to
solving for the points A and B on fig. 1. In the numerical algorithm these two points are
found by comparing the values of the vC(a) with v(a) and taking the first and last grid point
at which they differ. Once A and B are known, all agents with w ∈ (wA, wB) will optimally
participate in a wealth lottery with payoffs the wealth levels wA and wB, with the probabilities
of getting each level depending on the relative distance between w and wA and wB. The rest
of the agents do not participate in wealth lotteries as the indirect utility function is concave
at their wealth endowments.

The non-linear method of solving for the optimal insurance/transfer contract described
above has the following advantages over the standard linear programming method used in
the previous literature. First, no grids are used which on the one hand reduces the memory
and computational time requirements23 and on the other hand improves the solution precision
as the optimization is done on continuous as opposed to discrete sets of values. Second,
lotteries are used only and exactly when they are needed, in contrast to the input lottery
π-formulation in which grid lotteries are prevalent and can affect the results. Finally, the
results of the optimization are not in the form of the artificial objects π(c, q, z, k) which are
hard to interpret from an economic point of view but instead we directly obtain the assigned
consumption, investment and effort levels.

As in the savings only and the borrowing/lending regimes, it is also possible to solve the
problem above when no wealth lotteries are allowed (i.e. when the agents or the intermediary
cannot implement rosca-type arrangements). In the input lottery interpretation this is equiv-
alent to restricting the possible input lotteries to values of one and zero only24. Thus, in total,
there are six possible financial contract regimes which are studied in the paper25:

1. Savings only contract without wealth lotteries (SNL)
2. Savings only contract with wealth lotteries (SL)
3. Borrowing/Lending contract without wealth lotteries (BNL)
4. Borrowing/Lending contract with wealth lotteries (BL)
5. Insurance/Transfers contract without wealth lotteries (INL)
6. Insurance/Transfers contract with wealth lotteries (IL)

22The full details of the numerical algorithm plus the program codes that implement it are available from
the author upon request.

23The relative performance in terms of computational speed is about five to ten times higher for the non-
linear approach proposed here compared to the linear programming approach using standard non-commercial
maximization routines and average grid sizes.

24For more details see the discussion in Lehnert (1998) who follows this approach as he uses the linear
programming solution method.

25The abbreviations in the brackets refer to the regime names used in the tables.
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2.3 Model Implications

In this section I describe the results of the numerical simulation of the model. All three
types of financial contracts are considered, with and without including wealth lotteries. I
start with some static properties of the model solution and then turn to the model’s dynamic
implications under the six different contractual regimes from above. This section is intended
just as an illustration of the model implications and as such bears no relevance to the data.
Nevertheless, the benchmark parameters are chosen to match the value ranges implied by the
data. A maximum likelihood estimation of the model with respect to data and a calibration
of its dynamics are performed in the next sections of the paper.

Table 1 lists the benchmark parameters at which the model is simulated for each of the
three contract types. Ability, θ is normalized to 1 as it plays no role in the analysis in this
section. The savings rate, s is set to .34 which is also in the ballpark of the levels observed in
reality in Thailand.

First, let us look at the static (per period) implications of the model. Figures 2a, 2b and
3 characterize the model solution for the three different types of contracts. In the first row
of panels in fig. 2a we see the indirect utility (value) functions for workers and entrepreneurs
in each of the three setups. They are all concave with the exception of the one for the
borrowing entrepreneurs. The non-convexity there occurs due to the fact that the limiting
liability constraint binds at low wealth levels. The savings only graph illustrates clearly the
case for Pareto improving wealth lotteries as described above and in fig. 1. Notice also that
the insurance contract provides strictly higher indirect utility for both occupations (especially
at low wealth levels) due to the consumption smoothing it provides. The borrowing/lending
contract for the entrepreneurs also dominates the savings only one with this effect being
strongest at low wealth levels as agents are allowed to borrow.

Consumption is depicted in the second and third rows of graphs in fig. 2a. We see that,
under the insurance contract, the gap between consumption in the high and low states is
smallest26. Under the borrowing/lending (B/L) and savings contracts consumption is zero
for small values of a in the low state as no insurance is present. Notice also the jump in
consumption under success in the B/L contract when the limited liability stops binding and
the effective interest rate drops from R to r. On fig. 2b we see the behavior of effort, investment,
borrowed amount and the probability of success as functions of wealth. In general, effort is
decreasing in wealth except for low levels of a in the B/L and savings setups. The intuition
is that agents are both poor and financially constrained in that wealth interval and thus
their only way to obtain consumption is to work hard. Investment is slightly increasing in
wealth since it becomes a cheaper substitute for effort as the agent becomes richer. Once
again, notice the sharp drop in effort and investment when the limited liability constraint
ceases to bind. Across the models notice that entrepreneurial effort is on average lowest in the
insurance/transfers setting. This is due to the fact that, given the consumption smoothing
provided by the intermediary, the agents do not have to work very hard to avoid the bad state
of the world. The probability of success is generally increasing in wealth as more investment is
possible. By construction no (positive) borrowing is possible in the savings only setup, whereas
agents with low wealths are being lent money by the intermediary under the insurance and
the B/L contracts and can potentially become entrepreneurs.

Finally, figure 3 depicts the differences in the indirect utilities achieved under the three

26It is actually zero for the workers as no moral hazard is present and full insurance is possible.
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financial contract regimes and also the cases when wealth lotteries are and are not allowed. We
see that the biggest differences occur for the low wealth agents who are financially constrained
in the savings and borrowing/lending settings. As expected, allowing for wealth lotteries
improves the utility only of the agents with wealths in the non-concave portion of the upper
envelope of the indirect utility functions for the two occupations.

To measure in real terms the magnitude of the differences in utility obtained under the
different contractual structures at the given parameters, I compute the utility equalizing con-
sumption supplements (see Table 2) which would make an agent indifferent under two differ-
ent setups. For example, we see that banning wealth lotteries in the borrowing/lending setup
would require a .74% raise in consumption on average (over all wealth levels) to make an agent
indifferent with the case when lotteries are allowed. We see that the direct welfare improving
effect of lotteries is not very strong at these particular parameter values but it can potentially
be much stronger if risk aversion is higher. The comparison across the three types of finan-
cial contracts reveals much larger utility differentials. On average, to move an agent from a
borrowing and lending to a savings only contract would require a consumption supplement
of 9.5%, whereas the same shift but from the insurance contract would require nearly 70%
additional consumption! These numbers imply that allowing for more sophisticated financial
contracts has the potential to lead to big welfare gains at least in a static sense.

Let us now move to the dynamic implications of the model. To characterize the dynamics I
have simulated the model economy under the six different setups listed in the previous section.
In the simulation the interest rate, r is endogenous i.e. it is chosen to make borrowing equal
to lending in each of the contracts. In the savings only contract there is no borrowing so the
interest rate is one as credit supply (total savings) exceeds credit demand by construction.
All agents (500 in the simulation) start with zero wealth.

Looking at figures 4a-4c we see that the model is capable of delivering output growth
and an increase in the number of entrepreneurs matching qualitatively the patterns observed
in developing countries. In the savings only setup allowing wealth lotteries makes a crucial
difference to the result - without them output converges to a much lower level and no agents
ever become entrepreneurs. This implies that, apart from their static welfare effects, wealth
lotteries can be also welfare improving in a dynamic sense as shown in the average utility panel
on fig. 4a. This however, comes at the cost of a much higher inequality level. Comparing the
Gini coefficients in the lottery and no-lottery economies we see that in the former inequality
is increasing, attaining a value of .7, whereas without income lotteries inequality actually
declines reaching a value around .45. The intuition for this result is that lotteries ‘create’
inequality in the model by shifting agents with equal wealths to different wealth levels.

In the borrowing/lending and insurance setups we observe rising income, investment, con-
sumption and number of entrepreneurs over time while the interest rates are falling as credit
becomes cheaper. Inequality exhibits a typical Kuznets curve, first rising and then falling as
the economy develops. The wealth lotteries do not seem to have a dramatic effect on the
results under these two financial contracts perhaps because few agents fall into the relevant
wealth range. Nevertheless, the lottery economies performs slightly better than the no-lottery
ones, especially in the B/L case.

Comparing across the contractual structures we see that, once again, highest output and
utility levels are achieved under the most sophisticated financial contract (insurance) and low-
est under the savings only regime. The difference in the level of output achieved is around 3
times with lotteries and 8 times without lotteries. We conclude that enriching the contractual
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structure is unambiguously welfare improving in the dynamic sense as well. Notice, however,
that average effort under the insurance setup is much lower compared to the other two as
agents’ incentives to work hard are mitigated by the consumption smoothing provided by
the intermediary. Entrepreneurship is strongly affected by the form of the financial contracts
available in the economy with virtually all agents becoming entrepreneurs by period 3 in the
insurance contract, whereas this number peaks respectively at 300 and 65 in the borrow-
ing/lending and the savings only setups. The potential of the model to generate differences
in its implications with respect to occupational choice under the three of financial contracts
regimes will be utilized more extensively in the next section where I perform a maximum
likelihood estimation of the three model setups with and without lotteries aiming to match
the occupational choice patterns generated from them with those observed in the Thai data.

3 Structural Maximum Likelihood Estimation

To broaden our understanding of the questions posed in the introduction, namely how differ-
ences in the structure of the available financial contracts affect the occupational choices that
agents make I perform an empirical evaluation of the goodness of fit of the six model setups
presented above with respect to data on village households in Thailand. First, I perform a
structural maximum likelihood estimation of each model setup and obtain estimates for its
parameters. The estimation is done for the whole sample and also for various sub-samples of
households available in the data. The parameter estimates are then analyzed in view of the
implied relationship between the model and the data. Next, the six different model structures
are compared pairwise in order to establish the regime that come closest to the data generating
process.

3.1 Data and Estimation Methodology

To perform the maximum likelihood estimation of the model I use data from Robert M.
Townsend’s socioeconomic survey of Thailand villages27. The survey was fielded in 1997 in
four villages in different regions of Thailand. The sample I use consists of 2313 households,
about 14% of which run their own businesses. To obtain this sample I dropped all non-positive
wealth observations as well as the observations from the top wealth percentile as outliers.

The households in the data are from two distinct regions of the country: the rural and
semi-urban central region close to the capital and the much poorer and more traditionally
rural northeastern region. The survey data includes information on household wealth, oc-
cupational history, access and use of various formal and informal financial institutions and
detailed demographic and educational data. Economic theory suggests that household charac-
teristics of this type are important determinants of the household’s decisions regarding supply
and demand of credit and occupational choice. Thus, I will use the variability in household
characteristics to test the relative performance of the different model regimes, anticipating
that different model setups will perform best in the different data stratifications.

Table 3 presents a brief statistical summary of the data, including separate sections for
the central and North-East regions. We see that the distribution of household wealth is

27For a more detailed description of the data see Paulson and Townsend (2001), Binford, Lee and Townsend
(2001), and also Robert Townsend’s website: http://www.src.uchicago.edu/users/robt
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highly skewed to the right with the median much lower than the mean. Thus the sample is
characterized with relatively few very rich households and many relatively poor ones. The
range of wealth is very large with the poorest household having a wealth level almost a
million times lower than that of the richest one. The fraction of entrepreneurs is 14% on
average and it is crucially depending on education with only 9% of the low education28 agents
running a business, while this number among the ones with more than 4 years of education
is 21%. It turns out that entrepreneurship does not depend that much on the wealth of the
household - the difference in the fraction of entrepreneurs from the above or below median
wealth households is only 2 percentage points. The mean wealth of agents with financial access
is about two times higher than that of agents without financial access which can be treated
as evidence for borrowing being dependent on wealth and/or for the existence of borrowing
constraints for poorer households. Finally, entrepreneurs are on average two times richer than
workers.

As already mentioned, the North-East region is on average much poorer than the central
one (the mean wealth is 3.5 times lower) and the skewness of the wealth distribution is very
high there. There are much less entrepreneurs in the North-East compared to the central
region (9% versus 19%). In both regions entrepreneurship is strictly increasing in the level of
education and access to credit.

Figure 5 shows the relationship between household wealth and the fraction of entrepre-
neurs in the data. The horizontal axis shows the ten wealth deciles, while the fraction of
entrepreneurs in each decile is on the vertical axis. We see that, after an initial rise, the
fraction of entrepreneurs declines in wealth from the second to the seventh decile and then
rises sharply for the richest households. Thus, to explain the occupational choice pattern in
the data, the model must be able to predict a non-monotonic relationship between wealth
and the probability of becoming entrepreneur. The model in the paper has the necessary
ingredients to provide such a relationship. On the one hand, an increase in wealth implies
relaxing of the financial constraints making it easier for the agent to borrow which allows
higher investment and makes entrepreneurship more attractive. On the other hand, however,
higher wealth means that the agent can consume out of her interest income and does not
have to put high effort so she may choose to be a rentier ”worker” instead (wealth effect).
Depending on which of the two effects dominates, entrepreneurship can potentially decrease
or increase with income.

Another source of the relationship between income and entrepreneurship may originate
from the agents’ entrepreneurial ability. Indeed, most probably the steep rise in entrepreneur-
ship between the 7th and 10th deciles is due to the fact that the richest agents are also the
most educated and able ones. In the model we control for entrepreneurial ability through the
parameter θ which was held constant so far but which will be let to vary in the estimation
procedure below. In particular, I assume that talent is unobserved to us as econometricians
but follows some distribution characterized by parameters which are to be estimated. Thus
I allow the data to ’drive’ the ability distribution in the right direction with regards to the
needed correlation with wealth and the observed occupational choice behavior.

Formally, the talent variable, θ is assumed to be continuously distributed on the unit
interval [κ, κ + 1] with a probability density function η(θ) = 2m(θ− κ) + 1−m, where κ ≥ 0
and m ∈ [−1, 1] are parameters which will be endogenously determined during the estimation.

28Less than 4 years of schooling.
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The parameter m determines the shape of the talent distribution. When m is equal to zero
talent is uniformly distributed. When m is one more mass is put on high ability agents,
whereas for m equal to -1 most of the mass is put on low-talent agents.

I test the empirical relevance of the model by performing a maximum likelihood estimation
of the probability of being entrepreneur generated by the model and its counterpart from the
data. The log-likelihood function can be written as:

L(φ) ≡ 1

N

N∑
i=1

Ei ln H(Ai|φ) + (1− Ei) ln(1−H(Ai|φ))

where N is the number of observations, Ei is a binary variable, which takes the value of 1 if
agent i is an entrepreneur in the data and 0 otherwise, Ai is the wealth of agent i in the data, φ
is a vector of model parameters as described below, and H(Ai|φ) is the (expected) probability
of being entrepreneur generated by the model for an agent with wealth Ai integrated over the
unobserved talent variable.

The model-generated probability of being entrepreneur, H(Ai|φ) is a function of the fol-
lowing parameters29:

γ1 - the coefficient of risk aversion;
γ2 - a curvature parameter of the disutility of effort;
λ - a multiplicative constant governing the relative weight of utility derived from

consumption or leisure;
q - a parameter determining the higher value of output for the entrepreneurs;
α - the investment share in the probability of success function;
m - a parameter governing the shape of the talent distribution;
κ - a parameter determining the support of the talent distribution;
w - a parameter determining the higher value of output for the workers;
r - the interest rate;

The first eight parameters are estimated meaning that the log-likelihood function is max-
imized with respect to them. Following Paulson and Townsend (2001) I set the interest rate
to 1.25 as found in the Thai data. The likelihood maximization is performed separately for
each of the six different model setups described above as the implicit function H(Ai|φ) differs
across them.

Given a wealth level a = Ai, the model generates a value for the probability that a person
with such wealth is an entrepreneur. Maximum likelihood estimation is then used to recover
the model parameters which provide the best match between these generated probabilities
and the actual ones observed in the data. To ensure identification the wealth levels from the
Thai data were normalized to lie on the interval (0, 1].

The actual numerical procedure to solve the problem described above takes several steps.
First, for any parameter vector, φ and any given values for θ and A we need to solve the
relevant non-linear optimization program and compute the probability of being entrepreneur,
h(A|φ, θ). In this step I use extensively the results of Propositions 1 and 2 which optimize
the numerical solution technique employed as described above. Second, since θ is assumed
unobservable by the econometrician, we need to compute the expected value of h(A|φ, θ)

integrating over θ, i.e. he(A|φ) ≡
1+κ∫
κ

h(A|φ, θ)η(θ)dθ. The method used is Gauss-Legendre

29See also the description of the model above.
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quadrature with 5 nodes for θ (see Judd, 1998). It represents a standard numerical integration
technique performed by evaluating the integrand at suitably selected nodes in the interval of
integration. The method was chosen because it minimizes the number of function evaluations
and also because of its nice asymptotic properties.

To save on computation time we cannot afford to compute he(A|φ) at all data points
for A (more than 2000 in the Thai data), so we construct a 20-point non-uniformly spaced
grid30 on [0,1] and compute he(A|φ) only at the grid points. In order to be able to compute
the probability for all wealth points in the data, I use a cubic spline interpolation on the
grid, which generates the probability of being entrepreneur predicted by the model for given
wealth level A, H(A|φ). The actual maximization of the log-likelihood function L(φ) is done
as follows:

- in order to ensure that a global maximum is reached, I perform an extensive grid
search over the eight parameters and pick the parameter configuration which maximizes L as
the vector of initial parameter values for the actual optimization procedure.

- given the above initial guess, I solve the non-linear optimization problem of maxi-
mizing L to obtain the maximum likelihood estimate φ∗. The solution procedure represents
a generalization of the polytope method using the Nelder-Mead simplex algorithm. It was
chosen because of its high reliability, relative insensitivity to different initial values, and good
performance with low-curvature objective functions such as those that usually appear in multi-
variate likelihood maximization problems.

Finally, I compute standard errors for the estimated parameters taking an approximation
of the parameter covariance matrix using the outer product of the estimated score vectors,
M = SS ′/n, where S denotes the n× 8 matrix of score vectors with respect to the estimated

parameters, i.e. S.j =
∂L(φ)

∂φj

, j = 1..8. The standard errors of the estimated parameters are

then the square roots of the main diagonal elements of the matrix M−1. The score vectors
themselves are computed using one-sided numerical differentiation of L around the maximizing

parameter values with tolerance of 10−3, i.e. the actual derivative
∂L(φ)

∂φj

is approximated by

L(φ′)− L(φ)

h
, where h = 10−3 and φ′ = (φ1, ..φj + h, ..φ8).

3.2 Results

The results of the structural maximum likelihood estimation of the six model setups are pre-
sented in tables 4-6, each consisting of two parts corresponding to the cases with or without
wealth lotteries. I have chosen to report results for the ten most important data stratifica-
tions: by region, wealth, access to credit and education, although numerous others were also
estimated as a robustness check.

Looking at the parameter estimates, we see that, in the cases in which the standard
errors are low, risk aversion, γ1 tends to be lower for high-wealth stratifications in all model
setups: it is in general higher for agents with low (below median) wealth and agents from the
relatively poorer North-East region. Risk aversion also tends to decrease with education (as
it is correlated with wealth) although there are some exceptions. In most of the cases the risk
aversion parameter is fairly accurately estimated implying that the changes in risk aversion

30The unequal spacing between the grid points is needed since the wealth data is heavily right-skewed.
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across the data stratifications are statistically significant. With the exception of the savings
only with lotteries case, the estimated risk aversion for the whole sample is relatively low -
around .10. It is much higher, however, for the low wealth and North-East stratifications.
My results are thus consistent with those of Paulson and Townsend (2001) who have similar
findings.

In five of the six model regimes the effort disutility curvature parameter, γ2 is significantly
higher for high wealth individuals relative to their low wealth counterparts indicating higher
aversion to changes in the effort level. In the cases in which the parameter is accurately
estimated the same result is confirmed across the two regions. Interestingly, the estimated
value for γ2 in the whole sample increases as we move towards financial contracts providing
more insurance and credit: it is around .25 in the savings only contracts, .9 in the borrowing
and lending ones and 1.5 in the insurance/transfer setup. Allowing for wealth lotteries does
not seem to affect much the curvature parameter estimates.

The effort disutility parameter, λ tends to increase on average with education although
the direct effect of wealth on it is not very significant. Effort disutility is estimated to be
higher in the insurance model which is intuitive as the agents can afford to work less given the
amount of consumption smoothing provided by the intermediary. Notice that this confirms
our theoretical results from the previous section.

The above results demonstrate that the preference parameters of the model vary across
the different data stratifications and thus wealth effects can alter the demand for credit and
consequently the occupational choice decisions of the agents. This can generate in principle
the regions of declining and rising probability of becoming an entrepreneur as a function of
wealth as observed in the data.

The production function parameter, α is, in most cases, slightly higher for higher wealth
agents showing that they use to a higher extent the relatively cheaper for them investment
input rather than effort. Across the three models the investment share in production increases
from .19 in the savings to .45 in the B/L and to .8 in the insurance setup which is consistent
with the fact that credit and thus investment is becoming easier to obtain as the financial con-
tract limitations are gradually relaxed. This result is also true when we look at the parameter
estimates for the stratifications with and without access to credit.

In most cases the ratio between the high output for entrepreneurs, q and subsistence
workers, w is estimated at around or above 2 which is consistent with the data statistics
regarding the mean wealths of entrepreneurs and non-entrepreneurs exhibited in table 3.

Finally, there are two parameters in the model, m and κ which govern the support and
shape of the talent distribution. For the whole sample in the B/L and the savings only with
lotteries setups m is close to zero implying a virtually uniform talent distribution. In contrast,
in the remaining cases m is negative implying that more mass is put on low talent agents.
However, the standard errors for m are quite high so these conclusions are not statistically
significant. Looking at the results for κ we see some confirmation of the intuitive trend for
higher parameter estimates as education increases, although in the no lottery specifications
the middle education group has higher estimate for κ than the high education one. In most
cases the parameter is also increasing in wealth as one would expect.

Looking at the likelihood values we see that all models achieve best fit in the North-East
region and among the low education households, while worst fit is achieved in the central
and the high education stratifications. This is a direct confirmation of the results of Paulson
and Townsend (2001) and is mostly due to statistical reasons as the model performs better
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in stratifications with fewer entrepreneurs due to the lower degree of variation in the data.
To summarize, we see that the model produces estimates which are intuitively consistent and
thus it has explanatory power to account for the occupational choice patterns observed in the
data.

3.3 Model Comparisons

In this subsection I perform a formal statistical test of how well the six model specifications
fit the occupational choice pattern in several stratifications of the data. The model regimes
are compared in pairs one against another using the Vuong likelihood ratio test for non-nested
models (see Vuong, 1989). The null hypothesis of the test is that the two compared models are
equally likely to have generated the observed data. The Vuong method involves computing
a likelihood ratio test statistic which, under certain conditions that we assume to hold and
after a suitable normalization, is distributed as a standard normal random variable.

The results of the model comparisons are exhibited in tables 7a and 7b. The first table
reports the maximized likelihood values for the six model specifications and for 19 data strat-
ifications. I have added a few more categories to the ten discussed above, dealing mostly with
access to different types of formal and informal financing. The purpose is to try to distinguish
better the implications of the different model setups about how occupational choice varies
with wealth, education and access to different forms of credit. Simply looking at the numbers,
we see that the savings only setup with no wealth lotteries performs significantly worse than
all others, providing evidence that the extreme form of financial restrictions imposed in it is
far from the data generating process.

Table 7b contains the results of nine bilateral comparisons between the six model spec-
ifications. First I compare all no lottery and all lottery models among each other, which is
followed by a test of the effect of including wealth lotteries within each of the three basic
financial contract regimes. We see that the savings only with no lotteries setup (SNL) is
rejected to be equally likely to have generated the data when compared to the borrowing and
insurance regimes across basically all data stratifications. This is an evidence that households
in the data have some ability to borrow or obtain transfers from financial intermediaries unlike
the assumption of the savings only setup. A similar result is true for the saving only contract
with lotteries although for fewer data categories.

In general, I cannot reject the null hypothesis that the borrowing/lending and the insur-
ance/transfers contracts are equally likely to have generated the occupational choice pattern
observed in the data in neither of the data stratifications. Thus, both types of contracts seem
to have similar ability to provide agents with credit and insurance at least measured by the
likelihood of the implied occupational choice pattern. This implies that my results differ some-
what from those of Paulson and Townsend (2001) who find that limited liability constraints
(as in the borrowing model) are more important (i.e. provide better fit) at low wealth levels
while constraints due to moral hazard (as in the insurance contract) are more important at
higher wealth levels. Of course, the parallel between the results in the two papers is not direct
as Paulson and Townsend compare two models with completely different structure in many
other aspects (the Evans and Jovanovic, 1989 and the Aghion and Bolton, 1997 and Lehnert,
1998 models), while the models compared in the present paper are much close to each other
and both feature asymmetric information unlike the Evans and Jovanovic model.

Notice, however, that the savings only contract is not rejected in the low wealth stratifi-
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cations (Low Wealth, North-East, Education < 4 years and North-East, access to BAAC31)
which can be interpreted as indirect evidence for the existence of more restrictive financial
constraints operating for these groups of households. This is some weak confirmation of the
Paulson and Townsend’s findings as the savings only setup can be treated as an extreme form
of the Evans and Jovanovic model in which agents can borrow up to some fixed fraction of
their wealth (zero in our case). This result can be also interpreted as an evidence that a lower
degree of development as in the North-East region is more likely to be characterized with a
lower degree of insurance and less sophisticated and more restricted financial contracts.

The last three comparisons in table 7b concentrate on the effect of adding lotteries to
each of the three types of financial contracts. From the theoretical results above we know
that allowing such rosca-type wealth lotteries has the potential to change substantially the
model’s implication about occupational choice at different wealth levels. In particular, agents
with wealths at which the upper envelope of the occupational value functions is convex can
be assigned each of the two occupations with some positive probability in a lottery setup,
whereas without lotteries they will have to choose one of the occupations with probability
one. Some of the effects of adding such wealth lotteries to the available financial contracts in
the economy were studied by Lehnert (1998) in a context simpler than the one in the present
paper. He concentrates on the dynamic effects of lotteries and finds that while allowing them
can lead to higher aggregate output levels, this happens at the cost of a substantial increase
in inequality. However, his analysis remains purely theoretical, while the present paper goes
one step further and looks at the empirical relevance of adding wealth lotteries to the feasible
financial contracts in the economy.

We see from the table that there is considerable evidence that contracts with lotteries
provide better fit with the data compared to their counterparts without lotteries. The result
is most evident for the savings only contract and, across all three types of contracts, for the
whole sample. Although quite a few of the Vuong likelihood ratio statistics for the borrowing
and insurance setups are not significant at the 10% level, their signs are negative, indicating
that lottery contracts achieve better fit with the data. The only exception is the group of
households from the North-East with access to BAAC financing for which the borrowing
contract with no wealth lotteries performs better. The reason for this may be the specific
lending practices employed by the BAAC in this region as discussed in Paulson and Townsend
(2001).

Finally, we can see some difference between the results for the households from the Central
and North-East regions with access to BAAC financing: while the restrictive SNL contract is
rejected in the Central region, it cannot be rejected in the North-East, providing once again
some limited evidence that stronger financial constraints are more relevant for the poorer
households of the North-East.

4 Model Dynamics and Calibration

The maximum likelihood estimation performed in the previous section provides estimates just
for the static parameters of the model - the preference parameters, γ1, γ2 and λ, the production
parameters α, q and w, and the talent distribution parameters m and κ. In order to study the

31The Bank for Agriculture and Agricultural Cooperatives (BAAC) is one of the dominant lenders in Thai
villages.
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capability of the different model regimes to match the dynamics of the Thai economy, we also
need to pin down certain dynamic parameters of the model. In particular, in this section I
assume that q grows at a rate of g and look for the values of g and the savings rate s at which
each of the three basic models (with wealth lotteries) generates dynamics as close as possible
to those in the Thai data. The method used to determine these two parameters is calibration,
i.e. I search for the best (g, s) combination which, according to some suitably chosen metric,
comes closest to the data32.

In the calibration process I match the following three time series generated by each of the
model setups and present in the data: the growth rate of income33, the Gini coefficient of
wealth inequality, and the fraction of entrepreneurs in the economy. Due to computational
reasons, I restrict attention to time series of five periods generated by each of the model
regimes which are matched with Thai National Statistics data from the period 1978-1982.
Thus one period in the model is assumed to be equivalent to one year in the data. The data
for the income growth rate, Gini coefficient and fraction of entrepreneurs in Thailand were
taken from successive rounds of the national income and expenditures Socio-Economic Survey
(SES) conducted by the Thai government. A more detailed description of this data set can
be found in Gine and Townsend (2002) or Jeong (1999).

To perform the calibration I use as a metric the normalized sum of period by period
squared deviations of the three time series predicted by the model from the actual Thai data.
The normalization is done by dividing the deviations by their means from the data. Formally,
I use the following metric, proposed by Gine and Townsend (2002):

1

3

3∑
j=1

1982∑
t=1978

(
zsim

st − zdata
st

µzdata
s

)2

where zst denotes the variable s (one of the three matched time-series) at time t and µzdata
s

is
the mean of the variable zs from the data.

Apart from the calibration metric, in order to be able to simulate the model, we also need
data for the initial wealth distribution. This data comes from the 1976 round of the SES
dataset, with a sample size of 10,613 observations. Some descriptive statistics of the data
are exhibited in table 8. We see that they are qualitatively similar to those of the Townsend
dataset. The wealth figures are lower in nominal terms since the data is for 1976 rather than
1997 as in the Townsend data.

Finally, to be consistent, we also need to re-estimate using maximum likelihood the eight
’static’ parameters listed above, from the 1976 SES data. These parameters are needed to
generate the simulated time series for income growth, inequality and the fraction of entrepre-
neurs. The results of the estimation are reported in table 9a. A significant difference from
our previous results is the good fit achieved by the savings only model specification which
even turns out to dominate the borrowing and insurance contracts at the 5% level in the
Vuong test. Of course, we should not forget that this data refers to 1976 when the financial
intermediation sector in Thailand was much less developed compared to 1997 so perhaps this
result should not come as a surprise.

32The approach is basically the same as that of Gine and Townsend, 2002.
33(Aggregate) income is defined in the model as the difference between the sums of initial wealths of two

successive generations of agents.
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The parameter values from table 9a are used together with the initial wealth distribution
in 1976 to simulate the three lottery model specifications, SL, BL and IL for six periods which
are taken to correspond to the years 1977-1982. In the actual calibration process I drop the
first simulated period due to the deficiency of the model to predict implausibly high initial
growth rates which hampers the calibration procedure. The results of the calibration can be
found in table 9b and figure 6. In terms of the chosen metric the best fit is achieved once again
by the savings only model specification, followed closely by the insurance one. Both of them
manage to match relatively well the pattern of the income growth rate but underestimate the
degree of inequality. The SL model predicts zero entrepreneurs at the estimated and calibrated
parameters which is below the actual fraction in the data, whereas the IL model over-predicts
the fraction of entrepreneurs by 5 to 15 percent. The BL model performs worst from a dynamic
perspective, hugely over-predicting the fraction of entrepreneurs and generating implausibly
low initial growth rates of income. However, notice that it is the only model capable to generate
enough inequality (at least initially) to match the numbers in the data. The parameter
estimates for the savings rate range between .27 and .33 which is close, although slightly higher
than the actual savings rate in Thailand for the period of 22%. The parameter g has no direct
counterpart in the data but can be interpreted as a rate of return on business investment
projects. The calibrated values of 6 to 15% seem quite realistic given that interpretation.

To summarize, in this and the previous section I have demonstrated the ability of the
model to account for not only the static occupational choice patterns in the data but also for
the dynamic behavior of key economic indicators. This feature of the model in each of its six
financial contract regimes can therefore be used to infer relevant theoretically and empirically
backed policy recommendations.

5 Conclusions

Financial constraints, wealth inequality, and differences in entrepreneurial are some of the most
important factors influencing economic development. In this paper I used a general model of
occupational choice under moral hazard featuring agents heterogeneous in wealth and ability to
analyze the implications of differences in the degree of financial intermediation available in the
economy on consumption, investment, effort, income growth, inequality and entrepreneurship.
In particular, three types of financial contract regimes were studied and compared: a savings
only regime, a borrowing/lending regime and a general insurance/transfers regime. The three
regimes differ in the level of complexity of the financial contracts that can be written by the
agents and financial intermediaries and thus in their ability to serve as consumption smoothing
devices.

Agents in the model can choose between two occupations which amounts to operating one
of two different technologies. The indivisibility inherent in the discreteness of the occupational
choice generates a non-convexity in the indirect utility function which makes pooling wealth
among agents and then redistributing it via lottery efficiency improving. The mechanism
behind these wealth lotteries is similar to the one of the rotating savings and credit associations
(roscas) operating in many development economies. To account for the existence of such
institutions, I have considered the cases when wealth lotteries are or are not present for each
of the three regimes listed above.

I analyze the implications of differences in financial contracts structure on the model
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economy from both a theoretical and an empirical point of view using advanced numerical
solution techniques. The model simulations show that while the insurance regime achieves
highest utility in any given time period, it is also characterized by lower levels of effort which
can potentially have negative dynamic effects on output. I also demonstrate that it is possible
to achieve huge gains in income and welfare by switching to more advanced financial con-
tracts. This suggests that institutional improvements in the financial intermediation sector
of developing countries can have dramatic effects. Allowing for wealth lotteries also leads to
welfare improvements in both static and dynamic sense, however, this may be at the cost of
much higher wealth inequality level.

The main theoretical result of the paper is demonstrating the equivalence of general lot-
teries on consumption, investment, effort and output in the insurance/transfers regime to
an ex-ante lottery over wealth followed by a non-probabilistic insurance contract given the
optimal occupational choice implied by the wealth won in the lottery. This equivalence al-
lows for a significant simplification of the numerical solution method for incentive constrained
occupational choice problems over the commonly used in the literature linear programming
approach. In addition it can be easily applied to any type of discrete choice problems.

Entrepreneurship, viewed as an engines of economic growth is one of the main points of
interest in the present paper. The model simulations show that entrepreneurship is strongly
affected by the form of financial contracts available in the economy. More restrictive financial
regimes limit seriously the fraction of agents that become entrepreneurs because of borrowing
constraints. The potential of the model to generate differences in its implications with respect
to occupational choice under the three types of financial contract regimes is used extensively
in the empirical part of the paper where I perform a maximum likelihood estimation of the
different model setups matching the generated occupational choice patterns with those ob-
served in the Thai data. One of the main empirical results in the paper is the rejection of
the savings only model in favor of the more general borrowing and lending and insurance
models. This represents evidence for the existence of consumption smoothing contractual
arrangements in the data although not necessarily at the incentive constrained Pareto opti-
mal level as the formal likelihood ratio test cannot reject the null hypothesis that the more
limited borrowing/lending regime is equally likely to have generated the data as the more
general insurance/transfers one.

Testing formally for the empirical relevance of including versus not including wealth lot-
teries in the financial contracts structure represents a contribution to the existing literature.
The paper demonstrates that augmenting each of the three contract regimes with rosca-type
wealth lotteries improves the fit with the data. The effect is especially strong for the sav-
ings only contract, providing some indirect evidence for the existence and importance of asset
pooling arrangements in developing countries such as Thailand.

There exist several potential directions in which the results presented above can be ex-
tended. First, I have considered just three of the numerous possible types of financial contracts.
Although they were chosen because of their similarity to many financial arrangements observed
in developing countries, other types of contracts do exist and deserve attention. Second, the
type of financial contract present in the model economy at any given time was exogenously
set in advance. Certainly, a more general framework allowing for endogenous changes in the
level of financial intermediation over time as in Townsend and Ueda (2002) would move the
analysis closer to reality. Third, in the empirical part of the paper I have used only wealth
and occupational choice data to perform the structural maximum likelihood estimation of the
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model. Incorporating data on business income and wages can undoubtedly enrich the current
results. Finally, in the present model I assumed for simplicity that entrepreneurial talent
is unobservable to the econometrician and thus I let the estimation procedure determine if
any correlation between wealth and talent exists. An alternative methodology would be to
impose some structure on this relationship and use the implied wealth-talent feedback in the
estimation.

To summarize, in this paper I analyzed the implications of different financial contracts
for the process of economic development and evaluated which contractual structures are best
suited to explain the patterns observed in the data. This ‘marriage’ between theory and data
provides meaningful answers to the questions posed in the introduction and should be able
to enhances the ability of economists to make better policy recommendations based on the
microeconomic underpinnings of the economic processes involved.

6 Appendix

Proof of Proposition 1
The idea for the proof is based on Proposition 5 of Cole and Prescott (1993). Basi-

cally we need to show that for any given wealth level, a the contract (c, q, z, k) resulting
from the solution of the input lottery program can be mapped into the solutions of the
two optimization problems (11) and (12) combined with an ex-ante lottery over wealth.
The unique (because of concavity) solution to the former problem consists of the set of
probabilities34 {π∗(c, q, z, k|a) > 0}35 satisfying the constraints in (4), whereas the solution
to the latter (wealth lottery) problem can be written as (c∗j(a1), z

∗(a1), k
∗(a1)), j = l, h and

(c∗j(a2), z
∗(a2), k

∗(a2)), j = l, h together with a probability µ∗(a) such that

a1µ
∗(a) + a2(1− µ∗(a)) = a (13)

and where c∗j , k
∗ and z∗ are the solutions to (11) and (12). It is also clear that q in π∗(c, q, z, k|a)

can take only the values 0, θqh and wh due to technological feasibility.
First, notice that given the model’s assumptions about the utility and production functions

the problems (11) and (12) have unique solutions in terms of c, z, k for any given value of a.
Also, the indirect utility functions vE(a) and vW (a) defined as before are concave, thus when
wealth lotteries are used for convexification the losers and the winners of the lottery would
have different occupations. Suppose that without loss of generality an agent with wealth
a1 would optimally choose to be an entrepreneur (i.e. vW (a1) > vE(a1)) whereas an agent
with wealth a2 would optimally choose subsistence work. Let us denote Π1 ≡ {π∗(c, q, z, k|a)
| k > 0}, i.e. the set of contracts under which the agent would be an entrepreneur36 and
Π2 ≡ {π∗(c, q, z, k|a) | k = 0}, i.e. the contracts under which the agent is a worker.

Suppose that there exist two optimal contracts π∗1(c1, q1, z1, k1) and π∗2(c2, q2, z2, k2) in Π1

such that their corresponding effort/investment assignments are not the same, i.e. (z1, k1) 6=
(z2, k2). As u and p are concave in z and k this would imply that a linear combination

34I will refer to this set as the set of optimal contracts.
35I disregard zero probability contracts as they have no economic interpretation.
36It can never be optimal to assign k = 0 for an entrepreneur as this implies zero output at any effort level

whereas if the agent were assigned to be a worker at the same effort level she would produce positive output.
Thus all agents assigned entrepreneurship will have k > 0.
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of the two would achieve higher utility for the entrepreneur and still be feasible which is a
contradiction. Thus it must be the case that z1 = z2 = z1 and k1 = k2 = k1 implying that
there are only two elements in Π1, π∗11(c

1
h, θqh, z

1, k1) and π∗12(c
1
l , 0, z

1, k1). Similarly, there are
only two elements in Π2 : π∗21(c

2
h, wh, z

2, 0) and π∗22(c
2
l , 0, z

2, 0).
Now we only have to show that (ci

j, z
i, ki) = (c∗j(ai), z

∗(ai), k
∗(ai)) for j = l, h, i = 1, 2

to finish the proof. Define π̂11 = µ∗(a)p(θqh|z∗(a1), k
∗(a1)), π̂12 = µ∗(a)p(0|z∗(a1), k

∗(a1)),
π̂21 = (1−µ∗(a))p(wh|z∗(a2), 0) and π̂22 = (1−µ∗(a))p(0|z∗(a2), 0). It can be seen immediately
from (BE1), (BE2) and (ICC) together with (13) that the vector (π̂11, π̂12, π̂21, π̂22) satisfies
(6) and (7). It also satisfies (5) and (8) by construction thus it is feasible for the linear

program (4). Conversely, (5) implies that
π∗11

p(θqh|z1, k1)
=

π∗12

p(0|z1, k1)
≡ µ1 and

π∗21

p(wh|z2, k2)
=

π∗22

p(0|z2, k2)
≡ µ2. Then from (8) we have that µ1 + µ2 = 1, i.e. it is clear that (zi, ki), the

implied ci
j, and µ1 and 1− µ1 satisfy the constraints of (11) and (12) together with (13) and

thus are feasible for the wealth lottery problem. Finally, suppose that (c∗j(ai), z
∗(ai), k

∗(ai))
together with µ1 and 1−µ1 is not maximizing for the wealth lottery problem, i.e. some agent
can achieve higher utility. But then the mapping of (c∗j(ai), z

∗(ai), k
∗(ai)) and µ∗ into the

π-contracts described above would produce an allocation in which all agents are at least as
better off as in (π∗11, π

∗
12, π

∗
21, π

∗
22) which is a contradiction.¥

Proof of Proposition 2

Let us first verify the MLRP which means that we need to prove that
∂pe(q|z, k)

∂z

1

pe(q|z, k)
is non-decreasing in q. In our setup since there are only 2 possible levels that q can take we
simply need to show that:

∂(1− kαz1−α

1+kαz1−α )

∂z

1

1− kαz1−α

1+kαz1−α

≤ ∂( kαz1−α

1+kαz1−α )

∂z

1
kαz1−α

1+kαz1−α

which is obviously true as the left hand side is negative and the right hand side is positive.

Now let us verify the CDFC which is equivalent to showing that
∂2pe(q1|z, k)

∂z2
and

∂2pe(q1|z, k)

∂z2
+

∂2pe(q2|z, k)

∂z2
are non-negative where q1 and q2 are the two possible output

levels and q1 < q2. The first expression is equivalent to:

∂(− (1− α)kαz−α

(1 + kαz1−α)2
)

∂z
=

α(1− α)kαz−α−1(1 + kαz1−α) + 2(1− α)2k2αz−2α

(1 + kαz1−α)3
> 0

We also have:

∂2pe(q2|z, k)

∂z2
=

∂(
(1− α)kαz−α

(1 + kαz1−α)2
)

∂z
= −∂2pe(q1|z, k)

∂z2

thus the second expression is non-negative as well. Finally, Proposition 1 in Rogerson (1985)
implies immediately that the first order approach is valid in our setting.¥

28



References

[1] Aghion, P. and P. Bolton, 1997, ”A Theory of Trickle-Down Growth and Development”,
Review of Economic Studies, 64(2), pp. 151-72.

[2] Amin, S., Rai, A. and G. Topa, 1998, ”Does Microcredit Reach the Poor and Vulnerable?
Evidence from Northern Bangladesh”, CID Working Paper, Harvard University.

[3] Andreoni, J., 1989, ”Giving with Impure Altruism: Applications to Charity and Ricardian
Equivalence”, Journal of Political Economy, 97(6), pp. 1447-58.

[4] Banerjee, A. and A. Newman, 1993, ”Occupational Choice and the Process of Develop-
ment”, Journal of Political Economy, 101(2), pp. 274-98.

[5] Besley, T., Coate, S. and G. Loury, 1993, ”The Economics of Rotating Savings and Credit
Associations”, The American Economic Review, 83(4), pp.792-810.

[6] Besley, T. and A. Levenson, 1996, ”The Role of Informal Finance in Household Capital
Accumulation: Evidence from Taiwan”, IRIS Working Paper 128.

[7] Binford, M., Lee, T. and R. Townsend, 2001, ”Sampling Design for an Integrated So-
cioeconomic and Ecologic Survey Using Satellite Remote Sensing and Ordination”, man-
uscript, University of Chicago.

[8] Calomiris, C.W. and I. Rajaraman, 1998, ‘The role of RoSCAs: lumpy durables or event
insurance?’, Journal of Development Economics, 56, 207-16.

[9] Cole, H. and E. Prescott, 1995, ”Valuation Equilibrium With Clubs”, Federal Reserve
Bank of Minneapolis, Research Department Staff Report 174.

[10] Doepke, M. and R. Townsend, 2002, ”Dynamic Mechanism Design With Hidden Income
and Hidden Actions”, manuscript, University of Chicago and UCLA.

[11] Evans, D. and B. Jovanovic, 1989, ”An Estimated Model of Entrepreneurial Choice under
Liquidity Constraints”, Journal of Political Economy 97(4), pp. 808-27.

[12] Gine, X. and R. Townsend, 2002, ”General Equilibrium Evaluation of Financial Liber-
alization: A Model with Constrained Occupational Choice”, manuscript, University of
Chicago.

[13] Jacoby, H. and E. Skoufias, 1998, ”Testing Theories of Consumption Behavior Using
Information on Aggregate Shocks: Income Seasonality and Rainfall in Rural India”,
American Journal of Agricultural Economics 80(1), pp. 1-14.

[14] Jeong, H., 1999, ”Education and Credit: Sources of Growth with Increasing Inequality
in Thailand”, PhD Dissertation, University of Chicago.

[15] Judd, Kenneth, 1998, Numerical Methods in Economics, MIT Press, Cambridge, MA.

[16] Karaivanov, Alexander, 2001, ”Computing Moral Hazard Programs With Lotteries Using
Matlab”, manuscript, University of Chicago.

29



[17] Lehnert, Andreas, 1998, ”Asset Pooling, Credit Rationing and Growth”, Working Paper,
Board of Governors of The Federal Reserve System, Washington, DC.

[18] Lehnert, A., Ligon, E. and R. Townsend, 1997, ”Liquidity Constraints and Incentive
Contracts”, manuscript, University of Chicago.

[19] Lloyd-Ellis, H. and D. Bernhardt, 2000, ” Enterprise, Inequality and Economic Develop-
ment”, Review of Economic Studies, 67(1), pp. 147-68.

[20] Mirrlees, James, 1975, ”The Theory of Moral Hazard and Unobservable Behavior - Part
I”, mimeo, Nuffield College, Oxford.

[21] Paulson, A. and R. Townsend, 2001, ”The Nature of Financial Constraints: Distinguish-
ing the Micro Underpinnings of Macro Models”, manuscript, University of Chicago.

[22] Phelan, C. and R. Townsend, 1991, ”Computing Multi-Period, Information-Constrained
Equilibria”, Review of Economic Studies, 58(5), pp. 853-81.

[23] Piketty, Thomas, 1997, ”The Dynamics of the Wealth Distribution and the Interest Rate
with Credit Rationing”, Review of Economic Studies, 64(2), pp. 173-89.

[24] Prescott, E.C. and R. Townsend, 1984a, ”General Competitive Analysis in an Economy
with Private Information”, International Economic Review, 25, pp.1-20.

[25] Prescott, E.C. and R. Townsend, 1984b, ”Pareto Optima and Competitive Equilibria
with Adverse Selection and Moral Hazard”, Econometrica, 52, pp.21-46.

[26] Prescott, E. S. and R. Townsend, 2001a, ”Inequality, Risk Sharing and The Boundaries
of Collective Organization”, manuscript, University of Chicago.

[27] Prescott, E. S. and R. Townsend, 2001b, ”Firms As Clubs in Walrasian Markets With
Private Information”, Federal Reserve Bank of Richmond Working Paper 00-8.

[28] Rashid, Mansoora, 1990, ”Rural Consumption, Risk, and Insurance: The Evidence from
Pakistan”, PhD Dissertation.

[29] Rogerson, William, 1985, ”The First-Order Approach To Principal-Agent Problems”,
Econometrica v53, n6: 1357-1368.

[30] Rosen, Sherwin, 2002, ”Markets and Diversity”, The American Economic Review, 92(1),
pp. 1-15.

[31] Townsend, Robert, 1994, ”Risk and Insurance in Village India”, Econometrica, 62(3),
pp. 539-91.

[32] Townsend, R. and K. Ueda, 2001, ”Transitional Growth With Increasing Inequality and
Financial Deepening”, manuscript, University of Chicago.

[33] Udry, Christopher, 1994, ”Risk and Insurance in a Rural Credit Market: An Empirical
Investigation in Northern Nigeria”, Review of Economic Studies, 61(3), pp. 495-526.

[34] Vuong, Quang, 1989, ”Likelihood Ratio Tests for Model Selection and Non-Nested Hy-
potheses”, Econometrica, 57(2), pp. 307-333.

30



0 0.5 1
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

A 

B 

Fig. 1 − Wealth Lotteries 

wealth 

ut
ili

ty
 

w w 
A B 

 v  
w 

v   
E 



0 0.5 1
0

0.5

1

1.5

2

2.5

0 0.5 1
0

0.5

1

1.5

2

2.5

0 0.5 1
0

0.5

1

1.5

2

2.5

0 0.5 1
0

1

2

3

4

0 0.5 1
0

1

2

3

4

0 0.5 1
0

1

2

3

4

0 0.5 1
0

0.5

1

1.5

0 0.5 1
0

0.5

1

1.5

0 0.5 1
0

0.5

1

1.5

Insurance/Transfers Borrowing/Lending Savings Only

wealth wealth wealth 

Fig. 2a − Static Model Implications 

V
al

ue
   

 
F

un
ct

io
ns

C
on

su
m

pt
io

n 
  

E
nt

re
pr

en
eu

rs
 

C
on

su
m

pt
io

n
W

or
ke

rs
   

 

____ entrepreneurs
cons. high   

......  workers   
cons. low 



0 0.5 1
0

0.5

1

1.5

0 0.5 1
0

0.5

1

1.5

0 0.5 1
0

0.5

1

1.5

0 0.5 1
0

0.1

0.2

0.3

0.4

0.5

0 0.5 1
0

0.1

0.2

0.3

0.4

0.5

0 0.5 1
0

0.1

0.2

0.3

0.4

0.5

Entrepreneur
Worker

0 0.5 1
−1

−0.5

0

0.5

0 0.5 1
−1

−0.5

0

0.5

0 0.5 1
−1

−0.5

0

0.5

Investment
Borrowing

wealth wealth wealth 

Fig. 2b − Static Model Implications 

Insurance/Transfers Borrowing/Lending Savings Only

E
ffo

rt
 

P
ro

ba
bi

lit
y 

of
su

cc
es

s 
   

   
In

ve
st

m
en

t  
 

an
d 

bo
rr

ow
in

g



0 0.5 1
0

0.5

1

1.5

0 0.5 1

0

0.2

0.4

0.6

0.8

1

0 0.5 1
0

0.5

1

1.5

0 0.5 1

0

0.05

0.1

0.15

0.2

0 0.5 1

0

0.05

0.1

0.15

0.2

0 0.5 1

0

0.05

0.1

0.15

0.2

0 0.5 1
−1

−0.5

0

0.5

1

0 0.5 1

0

0.1

0.2

0.3

0.4

0 0.5 1
−0.01

−0.005

0

0.005

0.01

0.015

Fig. 3  Utility Differences 

E
nt

re
pr

en
eu

rs
 

W
or

ke
rs

 
E

ffe
ct

 o
f 

Lo
tte

rie
s 

V(gen) − V(debt) V(debt) − V(aut) V(gen) − V(aut) 

V(gen) − V(debt) V(debt) − V(aut) V(gen) − V(aut) 

V(lott) − V(no lott) V(lott) − V(no lott) V(lott) − V(no lott) 

wealth wealth wealth 



0 5 10
0

0.02

0.04

0.06

0.08

0.1

time

Output

0 5 10
0

0.5

1

1.5

2

2.5

time

Interest Rate

0 5 10
0.4

0.5

0.6

0.7

0.8

time

Gini Coef.

0 5 10

0

0.005

0.01

0.015

0.02

0.025

time

Investment

0 5 10
0.7

0.8

0.9

1

1.1

time

Effort

0 5 10
0.2

0.4

0.6

0.8

1

time

Cons. High

0 5 10
0

0.02

0.04

0.06

0.08

time

Cons. Low

0 5 10

0.35

0.4

0.45

0.5

0.55

0.6

0.65

time

Average Utility

0 5 10
0

20

40

60

80

time

Nr. Entrepreneurs

Fig. 4a − Model Dynamics, Savings Only 

____  with lotteries −−−−−− without lotteries 



0 5 10
0

0.1

0.2

0.3

0.4

time

Output

0 5 10
1

1.2

1.4

1.6

1.8

time

Interest Rate

0 5 10
0.45

0.5

0.55

0.6

0.65

time

Gini Coef.

0 5 10
0

0.1

0.2

0.3

0.4

time

Investment

0 5 10
0.8

0.9

1

1.1

1.2

time

Effort

0 5 10
0

0.5

1

1.5

2

time

Cons. High

0 5 10
0

0.1

0.2

0.3

0.4

time

Cons. Low

0 5 10
0

0.5

1

1.5

time

Average Utility

0 5 10
0

50

100

150

200

250

300

time

Nr. Entrepreneurs

Fig. 4b − Model Dynamics, Borrowing/Lending  

____ with lotteries −−−−−− without lotteries 



0 5 10
0

0.1

0.2

0.3

0.4

time

Output

0 5 10
0

1

2

3

4

5

6

time

Interest Rate

0 5 10
−0.2

−0.1

0

0.1

0.2

0.3

0.4

time

Gini Coef.

0 5 10
0

0.1

0.2

0.3

0.4

time

Investment

0 5 10
0

0.2

0.4

0.6

0.8

1

time

Effort

0 5 10
0

0.5

1

1.5

2

time

Cons. High

0 5 10
0

0.2

0.4

0.6

0.8

1

time

Cons. Low

0 5 10
0.5

1

1.5

2

time

Average Utility

0 5 10
0

100

200

300

400

500

600

time

Nr. Entrepreneurs

Fig. 4c − Model Dynamics, Insurance/Transfers 

____  with lotteries −−−−−− without lotteries 



1 2 3 4 5 6 7 8 9 10
5

10

15

20

25

30

Fig. 5 − Fraction of Entrepreneurs in the Data 

%
 e

nt
re

pr
en

eu
rs

 

wealth decile 



1978 1980 1982
0

0.05

0.1

0.15

0.2

1978 1980 1982
0

0.2

0.4

0.6

0.8

1

1978 1980 1982
0

0.2

0.4

0.6

0.8

1

1978 1980 1982
−0.8

−0.6

−0.4

−0.2

0

0.2

1978 1980 1982
0

0.2

0.4

0.6

0.8

1

1978 1980 1982
0

0.2

0.4

0.6

0.8

1

1978 1980 1982
0

0.05

0.1

0.15

0.2

1978 1980 1982
0

0.2

0.4

0.6

0.8

1

1978 1980 1982
0

0.2

0.4

0.6

0.8

1

Fig. 6 − Model Calibration (Best Overall Fit) 

S
av

in
gs

 O
nl

y 
B

or
ro

w
in

g/
Le

nd
in

g 
In

su
ra

nc
e/

T
ra

ns
fe

rs
 

Growth Rate of Income Gini Coefficient Fraction of Entrepreneurs 

____ data ....... model 



�� 0.50
�� 1.50

� 0.20
� 0.60
� 3.30
� 1.00
� 0.20
� 0.34
� 1.25

No Lottery vs. Lotttery %
Insurance 0.00%
Borrowing/Lending 0.74%
Savings Only 0.26%

Contract Comparison
Savings vs. B/L 9.47%
Savings vs. Insurance 69.76%
B/L vs. Insurance 46.45%

����������	
���
�����������

���������������
�������������
�

������������������ �!�����
���



O
bs

er
va

tio
ns

2,
31

3
Lo

w
 E

du
ca

tio
n 

en
tr

ep
re

ne
ur

s 
(%

 o
f a

ll)
9%

M
ea

n 
W

ea
lth

 (
B

ah
t)

76
5,

31
3

M
ed

. E
du

ca
tio

n 
en

tr
ep

re
ne

ur
s

14
%

M
ed

ia
n 

W
ea

lth
20

4,
86

3
H

ig
h 

E
du

ca
tio

n 
en

tr
ep

re
ne

ur
s

21
%

S
t. 

D
ev

. W
ea

lth
1,

72
7,

02
2

M
ea

n 
w

ea
lth

 fo
r 

ag
en

ts
 w

ith
 fi

n.
 a

cc
es

s
1,

05
4,

98
3

M
ax

 W
ea

lth
16

,4
00

,0
00

M
ea

n 
w

ea
lth

 fo
r 

ag
en

ts
 w

ith
ou

t f
in

. a
cc

es
s

51
5,

09
1

M
in

 W
ea

lth
20

%
 o

f e
nt

re
pr

en
eu

rs
 fo

r 
ag

en
ts

 w
ith

 fi
n.

 a
cc

es
s

16
%

W
ea

lth
 s

ke
w

ne
ss

4.
81

54
%

 o
f e

nt
re

pr
en

eu
rs

 fo
r 

ag
en

ts
 w

ith
ou

t f
in

. a
cc

es
s

12
%

F
ra

ct
io

n 
of

 E
nt

re
pr

en
eu

rs
14

%
%

 o
f e

nt
re

pr
en

eu
rs

 fo
r 

ag
en

ts
 w

ith
 w

ea
lth

 a
bo

ve
 m

ed
ia

n
15

%
M

ea
n 

W
ea

lth
 (

en
tr

ep
re

ne
ur

s)
1,

46
5,

58
2

%
 o

f e
nt

re
pr

en
eu

rs
 fo

r 
ag

en
ts

 w
ith

 w
ea

lth
 b

el
ow

 m
ed

ia
n

13
%

M
ea

n 
W

ea
lth

 (
w

or
ke

rs
)

65
2,

87
6

O
bs

er
va

tio
ns

1,
22

2
O

bs
er

va
tio

ns
1,

09
1

M
ea

n 
W

ea
lth

 (
B

ah
t)

38
6,

35
9

M
ea

n 
W

ea
lth

 (
B

ah
t)

1,
18

9,
76

8
M

ed
ia

n 
W

ea
lth

18
0,

00
0

M
ed

ia
n 

W
ea

lth
25

2,
71

5
S

t. 
D

ev
. W

ea
lth

66
7,

79
4

S
t. 

D
ev

. W
ea

lth
2,

34
2,

12
2

M
ax

 W
ea

lth
12

,6
00

,0
00

M
ax

 W
ea

lth
16

,4
00

,0
00

M
in

 W
ea

lth
20

M
in

 W
ea

lth
52

0
W

ea
lth

 s
ke

w
ne

ss
7.

19
11

W
ea

lth
 s

ke
w

ne
ss

3.
40

84
F

ra
ct

io
n 

of
 E

nt
re

pr
en

eu
rs

9%
F

ra
ct

io
n 

of
 E

nt
re

pr
en

eu
rs

19
%

M
ea

n 
W

ea
lth

 (
en

tr
ep

re
ne

ur
s)

45
1,

25
1

M
ea

n 
W

ea
lth

 (
en

tr
ep

re
ne

ur
s)

2,
00

4,
29

4
M

ea
n 

W
ea

lth
 (

w
or

ke
rs

)
37

9,
87

6
M

ea
n 

W
ea

lth
 (

w
or

ke
rs

)
99

6,
75

7
Lo

w
 E

du
ca

tio
n 

en
tr

ep
re

ne
ur

s 
(%

 o
f a

ll)
5%

Lo
w

 E
du

ca
tio

n 
en

tr
ep

re
ne

ur
s 

(%
 o

f a
ll)

13
%

M
ed

. E
du

ca
tio

n 
en

tr
ep

re
ne

ur
s

9%
M

ed
. E

du
ca

tio
n 

en
tr

ep
re

ne
ur

s
20

%
H

ig
h 

E
du

ca
tio

n 
en

tr
ep

re
ne

ur
s

16
%

H
ig

h 
E

du
ca

tio
n 

en
tr

ep
re

ne
ur

s
25

%
M

ea
n 

w
ea

lth
 fo

r 
ag

en
ts

 w
ith

 fi
n.

 a
cc

es
s

47
9,

10
9

M
ea

n 
w

ea
lth

 fo
r 

ag
en

ts
 w

ith
 fi

n.
 a

cc
es

s
1,

61
8,

10
6

M
ea

n 
w

ea
lth

 fo
r 

ag
en

ts
 w

ith
ou

t f
in

. a
cc

es
s

31
5,

32
3

M
ea

n 
w

ea
lth

 fo
r 

ag
en

ts
 w

ith
ou

t f
in

. a
cc

es
s

76
6,

89
3

%
 o

f e
nt

re
pr

en
eu

rs
 fo

r 
ag

en
ts

 w
ith

 fi
n.

 a
cc

es
s

11
%

%
 o

f e
nt

re
pr

en
eu

rs
 fo

r 
ag

en
ts

 w
ith

 fi
n.

 a
cc

es
s

22
%

%
 o

f e
nt

re
pr

en
eu

rs
 fo

r 
ag

en
ts

 w
ith

ou
t f

in
. a

cc
es

s
8%

%
 o

f e
nt

re
pr

en
eu

rs
 fo

r 
ag

en
ts

 w
ith

ou
t f

in
. a

cc
es

s
17

%

�
�
�
�
�
�
�
�
�

��
��
��
��
��
��
��
��
�
�
�
��
��
��
�	

�


�
�
�
�
�
�
��
��
�


�
�


��
�
�
�
�


�
�
�
�	

�
��

�
	


�
�
�
�
�
�

�
�
�
�


�
�



Table 4a - Savings Only, no Wealth Lotteries
Parameter Estimates

logL �� �� � � � � � �

Case # Stratification
1 All Sample -0.4121 0.0914 0.2443 0.1258 0.1836 0.8801 -0.7156 0.8706 0.8894

(0.1150) (0.6102) (0.0437) (0.0337) (0.0411) (3.8494) (0.0861) (0.7473)
2 Central -0.4884 0.0981 0.2712 0.0962 0.1555 0.9443 -0.6990 0.7820 1.0161

(1.0034) (1.0447) (0.0176) (0.0792) (0.7711) (6.9960) (0.6591) (0.7729)
3 North-East -0.3193 1.3243 0.3010 0.0939 0.1996 1.0164 -0.0002 0.2073 0.2018

(0.1480) (0.3542) (0.1190) (0.6036) (3.7039) (5.2612) (4.5476) (0.7301)
4 Low Wealth -0.3792 1.2414 0.2593 0.0930 0.1953 1.0688 0.0013 0.1829 0.2374

(1.8385) (4.4304) (5.3878) (0.9546) (3.5113) (0.2351) (2.0330) (1.3569)
5 High Wealth -0.4112 0.1586 1.5929 0.7435 0.1717 1.0338 -0.0097 0.2682 0.5771

(0.4203) (5.1638) (3.8865) (1.8281) (1.5612) (6.4267) (0.2273) (1.8281)
6 access to credit -0.4476 0.0624 0.3260 0.0847 0.1814 0.9259 -0.7893 0.7700 0.9417

(1.2257) (1.0230) (0.1135) (0.1002) (0.8880) (5.7846) (0.8312) (0.7754)
7 no access to credit -0.3754 0.0982 0.2641 0.0844 0.1953 0.8672 -0.8763 0.7429 0.8676

(3.5309) (0.7480) (0.0816) (0.2874) (3.6855) (2.0127) (3.6392) (0.2468)
8 Education < 4 yrs -0.3008 1.3765 0.3194 0.0939 0.1820 1.1175 -0.3152 0.2200 0.2257

(1.3939) (0.9239) (0.9863) (4.4161) (1.3898) (3.1294) (1.2436) (4.4161)
9 Education = 4 yrs -0.4144 0.0888 0.2441 0.1260 0.1835 0.8785 -0.7255 0.8786 0.8875

(0.0503) (0.1162) (0.0028) (0.0485) (0.2096) (3.1944) (0.2055) (0.3965)
10 Education > 4 yrs -0.5066 0.0990 0.2887 0.0995 0.1855 1.0321 -0.5573 0.7898 1.0456

(1.4153) (1.5962) (0.1404) (0.0124) (0.2968) (2.6304) (0.2879) (1.0055)

Table 4b - Savings Only, with Wealth Lotteries
Parameter Estimates

logL �� �� � � � � � �

Case # Stratification
1 All Sample -0.3966 1.2907 0.3142 0.1008 0.1933 1.1596 0.0016 1.0998 0.1944

(2.5358) (5.7088) (5.2592) (3.2730) (0.0012) (2.9532) (0.0012) (0.0015)
2 Central -0.4808 1.2525 0.3111 0.0996 0.2014 0.9584 0.5609 1.4963 0.2008

(5.7644) (1.1575) (0.2478) (1.5599) (2.7771) (5.8927) (2.1628) (0.0012)
3 North-East -0.3083 0.0665 0.8062 0.5262 0.2084 2.5566 0.0049 1.4529 0.1327

(0.8762) (2.1782) (1.0101) (4.0368) (3.3581) (3.0368) (2.4909) (0.0023)
4 Low Wealth -0.3793 0.0470 1.0706 0.1923 0.1942 0.4001 0.0090 0.0134 0.0827

(1.4667) (3.1810) (2.6582) (4.2974) (1.7480) (4.3435) (4.1603) (0.0034)
5 High Wealth -0.4029 0.1007 1.5373 0.0971 0.5014 1.0084 0.5121 0.2010 0.1977

(5.3300) (0.0000) (5.3300) (0.5518) (1.2159) (4.0793) (1.2261) (0.5518)
6 access to credit -0.4347 1.3451 0.2899 0.1001 0.1980 1.2501 0.3098 1.2281 0.1984

(0.1245) (0.1137) (0.1140) (0.0034) (3.7555) (3.7333) (4.6012) (0.0964)
7 no access to credit -0.3571 0.1157 0.5680 0.0936 0.2260 2.0383 -0.0092 0.4476 0.9370

(0.0029) (0.0024) (0.0000) (0.0024) (0.0400) (3.3180) (0.0024) (0.0015)
8 Education < 4 yrs -0.2988 1.3622 0.3203 0.1117 0.1782 1.3626 -0.2981 1.4606 0.1913

(0.0037) (0.0028) (0.2178) (0.2181) (0.0000) (4.8708) (0.0000) (0.0019)
9 Education = 4 yrs -0.3963 1.2907 0.3142 0.1008 0.1933 1.1596 0.0016 1.0998 0.1944

(2.1791) (4.8326) (4.5198) (2.8125) (0.0015) (2.9731) (0.0000) (0.0018)
10 Education > 4 yrs -0.5010 0.0993 0.8157 0.0994 0.2019 0.5006 0.4885 1.5321 0.2026

(3.0791) (2.6152) (0.2192) (0.1178) (2.1583) (4.6636) (2.5958) (0.9723)

Note: Standard errors in the parentheses.



Table 5a - Borrowing/Lending, no Wealth Lotteries
Parameter Estimates

logL �� �� � � � � � �

Case # Stratification
1 All Sample -0.3953 0.0633 0.8433 0.1065 0.4466 1.1894 0.0025 0.5466 0.5818

(0.0795) (0.0795) (0.0795) (0.0795) (0.1610) (2.9690) (0.1610) (0.0795)
2 Central -0.4810 0.1006 1.4614 0.0995 0.4937 1.0082 0.5186 0.1973 0.2055

(0.0010) (0.0020) (5.0904) (3.1352) (0.0274) (4.1833) (0.0286) (0.0023)
3 North-East -0.3067 0.5012 0.3727 0.1995 0.8518 3.3794 -0.0109 0.6175 1.2507

(0.0013) (0.0000) (0.0000) (0.0013) (0.0013) (2.3519) (0.0659) (0.0013)
4 Low Wealth -0.3792 0.5630 0.3264 0.1052 0.2072 2.9216 -0.0016 0.7573 0.5617

(0.4617) (0.4617) (0.4617) (0.4617) (0.0012) (4.2389) (0.0013) (0.4248)
5 High Wealth -0.4112 0.1418 0.8628 0.0718 0.5487 1.0196 -0.0026 0.7774 0.4064

(3.6722) (2.2824) (0.2837) (0.0013) (0.0952) (4.3381) (0.2837) (2.9783)
6 access to credit -0.4351 0.1249 1.0830 0.1307 0.4441 0.9280 0.2938 0.7760 0.4707

(0.2309) (0.0000) (0.2309) (0.1135) (1.2451) (0.0033) (2.6039) (0.2309)
7 no access to credit -0.3545 0.1067 2.0852 0.1936 0.5356 0.5283 -0.0029 1.3629 0.2009

(0.1367) (0.0011) (0.9004) (0.1367) (0.0233) (4.6556) (0.0335) (0.1367)
8 Education < 4 yrs -0.2987 0.1267 1.0881 0.1306 0.4425 0.9258 -0.2887 0.7755 0.4698

(0.0000) (0.0000) (0.3919) (0.3919) (2.6639) (2.6892) (4.2457) (2.2011)
9 Education = 4 yrs -0.3922 0.1008 1.4767 0.4030 0.4334 0.5012 0.0012 1.2292 0.2243

(0.0172) (0.0992) (0.0000) (0.0172) (0.0032) (5.5154) (0.0019) (0.0172)
10 Education > 4 yrs -0.5025 1.3088 0.7841 0.4042 0.4957 1.0064 -0.5046 0.1998 0.2021

(0.0172) (0.0115) (0.0172) (0.0172) (0.0172) (3.0583) (0.0114) (0.0172)

Table 5b - Borrowing/Lending, with Wealth Lotteries
Parameter Estimates

logL �� �� � � � � � �

Case # Stratification
1 All Sample -0.3921 0.1109 0.9432 0.0763 0.4600 0.9804 0.0010 0.6679 0.4729

(0.0054) (0.0000) (0.0033) (0.0033) (0.0045) (2.9842) (0.0000) (0.0033)
2 Central -0.4734 0.1141 0.8290 0.1024 0.4608 0.9850 0.4485 0.8058 0.5274

(0.0012) (0.0012) (0.0014) (0.0386) (0.0000) (3.6158) (0.0000) (0.0386)
3 North-East -0.3047 0.0990 1.4801 0.4116 0.4963 0.5016 -0.4995 1.5291 0.1991

(0.0011) (1.2963) (1.2963) (1.2963) (0.3836) (3.3524) (1.2963) (0.0012)
4 Low Wealth -0.3793 0.6569 0.2990 0.1094 0.8125 3.7422 0.0005 0.5697 1.0869

(0.0623) (0.0623) (0.0623) (0.0623) (0.0213) (3.0020) (0.0623) (0.0012)
5 High Wealth -0.4028 0.1014 0.7738 0.4066 0.8090 2.9794 0.4981 0.2007 1.0145

(0.0000) (0.0000) (0.0013) (0.0013) (1.0708) (3.1610) (1.0492) (0.0013)
6 access to credit -0.4321 0.1113 0.8588 0.1137 0.5338 1.0457 0.2450 0.8446 0.4667

(0.0012) (0.0014) (0.0013) (0.0226) (0.0000) (3.4003) (0.0000) (0.0226)
7 no access to credit -0.3549 0.1254 1.4845 0.4259 0.5150 0.5647 -0.0019 1.4475 0.2167

(0.0006) (0.0000) (0.0001) (0.0001) (0.0001) (4.4229) (0.0000) (0.0006)
8 Education < 4 yrs -0.2987 0.1061 0.7533 0.0901 0.4883 0.9349 -0.2887 1.0462 0.6016

(0.0014) (0.0012) (1.0842) (1.9424) (0.0000) (2.6697) (0.0001) (1.0842)
9 Education = 4 yrs -0.3939 0.1019 2.0407 0.5367 0.5206 0.4983 -0.0069 1.7003 0.2212

(0.1242) (0.0000) (0.0000) (0.0000) (0.4165) (2.8435) (0.5078) (0.0000)
10 Education > 4 yrs -0.5041 0.1011 1.4988 0.4043 0.5000 0.5026 0.4885 1.5134 0.2001

(0.0445) (0.0011) (0.0152) (0.0184) (0.0014) (2.6423) (0.0177) (0.0000)

Note: Standard errors in the parentheses.



Table 6a - Insurance/Transfers, no Wealth Lotteries
Parameter Estimates

logL �� �� � � � � � �

Case # Stratification
1 All Sample -0.3950 0.0989 1.4660 0.4213 0.7974 1.0003 -0.5252 1.4939 0.4972

(0.0651) (0.0000) (0.0000) (0.0000) (0.1122) (1.6648) (0.0751) (0.0651)
2 Central -0.4808 0.0966 1.4102 0.5715 0.8767 2.8253 -0.6443 0.1990 0.4406

(0.0010) (0.0013) (0.0008) (0.0009) (0.4640) (1.5925) (0.1696) (0.2348)
3 North-East -0.3045 0.6042 0.3027 0.1003 0.2067 0.9905 -0.4741 0.7905 1.0238

(0.0036) (0.0036) (0.0036) (0.0000) (4.7728) (6.3616) (4.7728) (0.0001)
4 Low Wealth -0.3789 1.2987 0.8019 0.1013 0.5012 0.9988 -0.5137 0.2005 0.2005

(0.0972) (0.0371) (0.0377) (3.8983) (0.0247) (3.8192) (3.9425) (0.0000)
5 High Wealth -0.4142 0.5830 0.3025 0.1011 0.2049 0.9861 0.5058 0.8093 0.5061

(0.0031) (0.0011) (0.0004) (0.0017) (0.0011) (4.7631) (0.0023) (0.0001)
6 access to credit -0.4350 0.5972 0.2993 0.1003 0.2006 1.0005 0.5140 0.7988 0.5015

(0.0024) (0.0008) (0.0202) (0.0024) (0.0024) (3.5902) (0.0019) (0.0003)
7 no access to credit -0.3538 0.5992 0.7826 0.6114 0.8084 2.9439 -0.5088 0.2032 0.5055

(0.0019) (0.0224) (0.0138) (0.0003) (0.0100) (2.7864) (0.0033) (0.0004)
8 Education < 4 yrs -0.2985 0.5882 0.3016 0.1015 0.2029 1.0063 -0.5070 0.7884 0.5072

(0.0177) (0.0556) (0.9139) (0.0180) (0.4569) (3.1652) (0.4598) (0.0005)
9 Education = 4 yrs -0.3915 0.1000 1.5124 0.4044 0.8090 1.0010 -0.5009 1.4967 0.5102

(0.0041) (0.0027) (0.0041) (0.0041) (0.0041) (1.5765) (0.0027) (0.0011)
10 Education > 4 yrs -0.5092 0.0999 1.4735 0.5952 0.8091 2.9998 -0.5503 0.1977 0.4822

(0.0032) (0.0045) (0.0001) (0.0023) (0.6150) (1.6237) (0.1667) (0.3188)

Table 6b - Insurance/Transfers, with Wealth Lotteries
Parameter Estimates

logL �� �� � � � � � �

Case # Stratification
1 All Sample -0.3924 0.1012 1.5167 0.3934 0.8088 1.0017 -0.5070 1.4970 0.5034

(6.9297) (3.0576) (0.1661) (4.6373) (0.3471) (1.7215) (0.2323) (4.0274)
2 Central -0.4776 0.6020 0.8377 0.1002 0.7992 0.9975 -0.5014 1.4958 0.2000

(0.0676) (0.2611) (0.5367) (0.0368) (0.0671) (3.4772) (1.1076) (0.1219)
3 North-East -0.3037 0.5935 0.3028 0.1008 0.2024 1.0022 -0.5055 0.7848 1.0297

(0.3998) (2.0948) (6.1769) (5.8675) (0.0013) (3.5176) (0.0004) (0.0001)
4 Low Wealth -0.3785 0.5985 1.5022 0.5993 0.5007 0.4999 -0.5007 0.7998 0.2097

(0.0005) (0.0003) (0.0086) (0.0755) (0.0077) (5.4484) (0.0005) (0.0011)
5 High Wealth -0.4054 0.1008 1.5114 0.4003 0.8061 0.9989 -0.5039 1.5099 0.5027

(3.2544) (2.9450) (4.4511) (4.4511) (4.4511) (2.1891) (2.9479) (3.2544)
6 access to credit -0.4363 1.2941 0.8158 0.6007 0.2003 1.0049 -0.5006 0.2002 0.9990

(0.0223) (0.0067) (0.0001) (0.1363) (0.0000) (4.5591) (0.0001) (0.0004)
7 no access to credit -0.3526 0.1003 1.4055 0.3944 0.8045 0.9974 -0.6177 1.4991 0.4976

(0.3425) (0.0829) (0.1165) (0.0596) (0.1165) (1.7516) (0.0777) (0.2816)
8 Education < 4 yrs -0.2988 0.6012 0.3013 0.1005 0.2004 0.9977 -0.5027 0.8185 1.0053

(0.3868) (0.0004) (0.0004) (0.0004) (0.0019) (5.3579) (0.4057) (0.0023)
9 Education = 4 yrs -0.3907 0.1007 1.5137 0.4021 0.8075 1.0014 -0.5038 1.4838 0.5049

(1.8332) (1.2111) (2.5953) (1.8332) (3.7738) (1.7666) (4.9455) (0.0001)
10 Education > 4 yrs -0.5054 1.3034 1.4814 0.6042 0.7861 1.0155 -0.5161 1.5127 0.2014

(0.0150) (0.4678) (0.1819) (0.3523) (0.57300 (1.7784) (0.2329) (0.3536)

Note: Standard errors in the parentheses.
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            Normalized Likelihoods
Case # # obs Stratification Sav. NL B/L NL Ins. NL Sav. L B/L L Ins. L

1 2313 All Sample -0.4121 -0.3953 -0.3950 -0.3966 -0.3921 -0.3924
2 1091 Central -0.4884 -0.4810 -0.4808 -0.4808 -0.4734 -0.4776
3 1222 North-East -0.3193 -0.3067 -0.3045 -0.3083 -0.3047 -0.3037
4 1157 Low Wealth -0.3792 -0.3792 -0.3789 -0.3793 -0.3793 -0.3785
5 1156 High Wealth -0.4112 -0.4112 -0.4142 -0.4029 -0.4028 -0.4054
6 1072 access to credit -0.4476 -0.4351 -0.4350 -0.4347 -0.4321 -0.4363
7 1241 no access to credit -0.3754 -0.3545 -0.3538 -0.3571 -0.3549 -0.3526
8 1927 no formal credit -0.3911 -0.3732 -0.3745 -0.3728 -0.3744 -0.3743
9 596 agric. Credit -0.4689 -0.4524 -0.4509 -0.4506 -0.4508 -0.4510
10 381 access to BAAC -0.5038 -0.4733 -0.4740 -0.4744 -0.4726 -0.4723
11 1932 no access to BAAC -0.3939 -0.3735 -0.3749 -0.3784 -0.3726 -0.3730
12 455 Education < 4 yrs -0.3008 -0.2987 -0.2985 -0.2988 -0.2987 -0.2988
13 1554 Education = 4 yrs -0.4144 -0.3922 -0.3915 -0.3963 -0.3939 -0.3907
14 304 Education > 4 yrs -0.5066 -0.5025 -0.5092 -0.5010 -0.5041 -0.5054
15 1388 has any debt -0.4553 -0.4356 -0.4350 -0.4350 -0.4350 -0.4312
16 826 has informal debt -0.4107 -0.3910 -0.3901 -0.3933 -0.3891 -0.3885
17 377 has formal debt -0.4977 -0.4707 -0.4819 -0.4763 -0.4764 -0.4737
18 231 NE, access to BAAC -0.4251 -0.4222 -0.4202 -0.4253 -0.4247 -0.4210
19 150 C, access to BAAC -0.5937 -0.5351 -0.5326 -0.5259 -0.5346 -0.5314



�����������	
�����
�����
��

 Case # # obs %ents Stratification SNL v BNL SNL v INL BNL v INL BL v SL SL v IL BL v IL
1 2313 13.8% All Sample -3.1208** -3.8197** -0.0966 2.0094** -1.9946** 0.2515
2 1091 19.2% Central -1.5358 -1.6860* -0.6282 1.8330* -0.7806 1.2289
3 1222 9.1% North-East -1.1218 -1.2779 -0.8367 0.6472 -2.0217** -0.2337
4 1157 12.6% Low Wealth 0.0270 -0.1906 -0.3879 -0.0357 -0.9423 -1.0632
5 1156 15.1% High Wealth 0.2517 0.3785 0.3764 0.2858 0.5400 0.5503
6 1072 16.1% access to credit -2.2296** -2.1397** -0.0353 0.9737 0.8237 1.1333
7 1241 11.9% no access to credit -2.9821** -2.9277** -0.2215 1.4024 -1.2893 -0.9921
8 1927 12.8% no formal credit -3.9299** -3.2705** 0.4424 -0.4150 0.3766 -0.0145
9 596 18.0% agric. Credit -2.5389** -2.1941** -0.5781 -0.0661 0.1461 0.2889
10 381 19.4% access to BAAC -2.6094** -2.1376** 0.1549 0.4409 -0.2677 -0.0379
11 1932 12.7% no access to BAAC -3.6756** -4.0439** 0.5975 2.1797** -2.2109** 0.4108
12 455 9.0% Education < 4 yrs -0.6780 -0.5392 -0.1611 0.1069 -0.0424 0.0920
13 1554 13.8% Education = 4 yrs -3.3103** -4.2849** -0.2351 0.5026 -1.7535* -0.9667
14 304 21.1% Education > 4 yrs -0.3912 0.3121 0.8931 -0.5030 0.4651 0.1087
15 1388 16.1% has any debt -2.7410** -3.2053** -0.1076 -0.0033 -1.2939 -1.2085
16 826 13.3% has informal debt -2.4713** -2.6708** -0.2966 1.2555 -1.2412 -0.4262
17 377 19.9% has formal debt -1.5532 -1.7196* 0.8111 -0.0823 -0.3068 -0.3403
18 231 15.1% NE, access to BAAC -1.1406 -0.5817 -0.2598 1.6763* -1.2935 -1.1210
19 150 26.0% C, access to BAAC -1.8704* -2.4783** -0.2349 -0.8478 0.6003 -0.2251

Case # # obs %ents Stratification SNL v SL BNL v BL INL v IL
1 2313 13.8% All Sample -3.4909** -1.8614* -1.5230
2 1091 19.2% Central -1.8316* -2.0320** -0.7869
3 1222 9.1% North-East -0.9802 -0.3595 -0.7900
4 1157 12.6% Low Wealth 0.0602 0.1422 -0.3609
5 1156 15.1% High Wealth -1.2570 -1.3105 -2.4186**
6 1072 16.1% access to credit -2.2578** -1.2449 0.7603
7 1241 11.9% no access to credit -2.3314** 0.1098 -0.4432
8 1927 12.8% no formal credit -3.6252** 0.3307 -0.1956
9 596 18.0% agric. Credit -2.5279** -0.5954 0.0187
10 381 19.4% access to BAAC -2.5255** -0.3624 -0.1919
11 1932 12.7% no access to BAAC -3.2398** -0.7641 -0.8766
12 455 9.0% Education < 4 yrs -0.7483 -0.0001 0.1864
13 1554 13.8% Education = 4 yrs -3.3584** 0.3564 -0.5525
14 304 21.1% Education > 4 yrs -0.4867 0.1391 -0.7295
15 1388 16.1% has any debt -3.3626** -0.4036 -1.1727
16 826 13.3% has informal debt -2.2364** -0.7637 -0.6941
17 377 19.9% has formal debt -1.5016 0.8683 -0.7570
18 231 15.1% NE, access to BAAC 0.1186 2.2584** 0.0893
19 150 26.0% C, access to BAAC -2.5230** -0.024 -0.2479

Comparisons

Note: ** means significant at 5% level and * means significant at 10% level.



Observations 10,613
Mean Wealth (Baht) 93,492
Median Wealth 57,462
St. Dev. Wealth 110,783
Max Wealth 1,341,589
Min Wealth 2,560
Wealth skewness 3.3689
Fraction of entrepreneurs 22%
Mean Wealth (entrepreneurs) 133,813
Mean Wealth (workers) 83,022

Model logL �� �� � � � � � �

SL -0.3972 0.6185 0.9481 0.1001 0.1795 1.0159 -0.3605 0.8654 0.5720
BL -0.4019 0.0906 0.2619 0.0955 0.4912 3.0488 -0.5858 0.1914 1.1069
IL -0.4049 0.1046 1.5149 0.1132 0.7983 0.9991 0.4243 1.4966 0.5002

Model logL � � Metric

SL -0.3972 0.2758 0.0887 1.5675
BL -0.4019 0.3379 0.1593 9.9826
IL -0.4049 0.2767 0.0614 1.6989
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