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Abstract:  We use a heterogeneous panel structural VAR approach to study the role of 

international financial integration in determining the effectiveness of monetary policy 

under different exchange rate regimes.  In particular, we use the extent to which a 

country’s monetary policy is able to create temporary deviations from uncovered 

interest parity as a policy-relevant measure of the degree to which the country is 

effectively integrated with international financial markets, and then correlate this 

measure to our estimates of the ability of monetary policy to induce temporary 

movements in commercial bank lending rates. We find that regardless of whether a 

country pursues fixed or floating exchange rates, the impact of monetary policy shocks 

on bank lending rates is diminished as the country becomes financia lly more integrated 

with the world economy.  This is a direct implication of Mundell’s trilemma for 

countries with fixed exchange rates, but not for floaters.  For floaters, we find that the 

weaker effects on domestic interest rates under high integration are accompanied with 

stronger effects on the exchange rate.  This also holds true for monetary shocks 

originating in “core” countries.  These results provide a possible reconciliation between 

Rey’s “dilemma” and Mundell’s famous trilemma: because higher financial integration 

increases exchange rate volatility in response to foreign monetary shocks, countries in 

the periphery that seek to avoid such volatility are more likely to pursue monetary 

policies that shadow those of the core as they become more financially integrated with 

the core.   
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Mundell’s famous trilemma suggests that a country’s ability to conduct an 

independent monetary policy depends on its exchange rate regime and the extent of its 

integration with international financial markets: in countries with fixed exchange rates, a 

high degree of financial integration forces domestic interest rates to track international 

rates, thereby rendering domestic monetary policy ineffective.  By contrast, regardless of 

their degree of international financial integration, countries with floating rates are free to 

use monetary policy to set domestic interest rates independently of those prevailing in 

international financial markets.  Thus, under high financial integration floating exchange 

rate permit the retention of monetary autonomy, while fixed rates do not.  

Recently, a new literature has called into question the key role of the exchange 

rate regime emphasized by the trilemma.  In several influential contributions, Rey 

(2015a, 2015b) has provided evidence of the existence of strong international financial 

cycles, in which financial conditions in “core” economies are strongly transmitted to 

economies on the periphery regardless of the exchange rate regimes prevailing in the 

latter.  Based on this finding, she argues that the trilemma is better characterized as a 

dilemma: the choice that countries face is between financial integration and the ability to 

conduct an independent monetary policy.  In sharp contrast to the trilemma, the 

exchange rate regime does not matter: a floating exchange rate does not allow countries 

characterized by a high degree of international financial integration to conduct an 

independent monetary policy. 

This perspective has not gone unchallenged.  Several researchers have found that  

the degree of monetary autonomy effectively exercised by countries on the periphery has 
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indeed been greater for countries operating floating exchange rate regimes, even under 

conditions of high financial integration.1  Yet this line of research has also tended to 

confirm empirically that the impact of policy interest rates in core economies on policy 

rates in the periphery has indeed intensified in recent years, and that increased financial 

integration has played an important role in this development , findings that are consistent 

with Rey’s “dilemma.”   

The existing research focuses narrowly on the question of whether the exchange 

rate regime and the country’s degree of financial integration matter for the degree of 

monetary autonomy enjoyed by a country’s central bank.  Quite naturally, these studies 

measure the latter by the extent to which periphery countries are observed to set 

domestic policy rates independently of those set in core countries.  They do not, 

however, address several issues that we argue can potentially help both to interpret their 

findings as well as to further develop our understanding of the implications of financial 

integration for policy effectiveness under floating exchange rates, which is the main 

issue raised by the dilemma.  For example, even if floating-rate countries enjoy more 

monetary autonomy than fixed-rate ones, it remains an open question as to why 

increased financial integration in periphery countries with floating rates should be 

associated with closer shadowing of the policy rates implemented in the core.   

One possible explanation for this observation is that  under increased financial 

integration floating rate countries find it more advantageous to pursue a less autonomous 

                                                            
1 See, for example, Klein and Shambaugh (2015) as well as Aizenman, Chinn and Ito ( 2016).  Using an 

alternative measure of financial integration,  Bekaert and Mehl (2017) also found support for the 

proposition that a positive association has continued to exist between exchange rate flexibility and 

monetary autonomy even as financial integration has increased  



3 
 

monetary policy despite the capacity to do so.  In line with this reasoning, i n this paper 

we first provide a new and more refined test of the trilemma that is able to address this 

distinction by focusing specifically on the capacity of floating-rate periphery countries 

to exercise monetary autonomy under high financial integration, as the trilemma 

proposition suggests, rather than on whether they actually choose to do so, as is 

implicitly done in the existing literature. Toward this end, our measure of the capacity 

to pursue monetary autonomy is based on the ability of domestic monetary policy 

shocks to influence a domestic interest rate that plays a key role in transmission of 

such shocks to aggregate demand: the commercial bank lending rate.2    

Furthermore in order to explore the role that financial integration plays in this 

context, we pair this capacity measure with a somewhat novel de facto measure of 

financial integration that is particularly pertinent to monetary policy.   Specifically, our 

indicator is a de facto one based on the ability of domestic monetary policy to create at 

least temporary changes in exchange rate-adjusted interest rate differentials on short-

term Treasury securities between the domestic economy and a foreign benchmark.   The 

intuition for this choice is that under imperfect financial integration, exchange rate -

adjusted interest rate differentials should be endogenous to domestic monetary policy 

shocks, and the strength of the effects of monetary policy shocks on such differentials as 

                                                            
2 We focus on commercial bank lending rates as our indicator of market interest rates in order to expand 

and diversify our country sample, because commercial bank lending rates are a key channel for monetary 

transmission both for countries that set a policy rate and for those that target a monetary aggregate, 

which remains a common practice in many low-income countries of the periphery. 
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estimated via impulse response functions therefore serves as an especially monetary 

policy-relevant indicator of a country’s international financial integration.3 

In this context, using a heterogeneous panel SVAR approach for a broad time 

series panel that includes countries with both fixed and floating exchange rates, we show 

that increased integration in general weakens the effects of domestic monetary policy 

shocks on the commercial lending rate.  Because our panel includes countries operating 

both fixed and floating exchange rates, we then examine more specifically the 

“trilemma” prediction that this result should hold for countries with fixed, but not 

necessarily for those with floating, exchange rates.   Consistent with the “dilemma,” we 

find that it holds for both types of exchange rate regimes.   

At first glance this would appear to favor the dilemma interpretation at the 

expense of the trilemma.  Our further contribution however is to offer an interpretation 

of this result that reconciles the dilemma with the trilemma, and to provide evidence in 

support of an important component of that interpretation.  Specifically, we hypothesize 

that as financial integration increases, asymmetric monetary policy shocks between the 

core and the periphery result in dampened interest rate movements coupled with 

magnified exchange rate movements in the periphery.  Aversion to such exchange rate 

volatility causes periphery countries with floating exchange rates to avoid asymmetry in 

monetary policies – i.e., to track monetary policies in the core more closely than their 

exchange rate regime would require them to do.  In other words, restricted monetary 

                                                            
3 The use of structural VARs to study the effect of monetary policy on excess returns is well established in the more 

conventional time series context, including among others Eichenbaum and Evans (1995), Cushman and Zha (1997) 

for the case of Canada, Brischetto and Voss (1999) for the case of Australia, and Kim and Roubini (2000) for the 

case of each of the G-6 countries. 
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autonomy under floating rates is not mandated by high financial integration, but is rather 

a choice that becomes more attractive as financial integration increases only under 

certain conditions: in particular, when exchange rate volatility is perceived as especially 

harmful.  The effect of increased financial integration on the association of interest rates 

in periphery countries –even those with floating rates – with those in core countries thus 

arises from two sources: the tendency for asymmetric monetary policy shocks to have 

differentially larger effects on exchange rates rather than on interest rates in floating-

rate periphery countries as integration increases, and the reluctance of periphery 

countries to pursue asymmetry in monetary policy as integration increases precisely in 

order to avoid those magnified exchange rate movements.  We provide evidence in 

support of the proposition that increased financial integration indeed increases the 

magnitude of exchange rate movements relative to that of interest rate movements 

caused by asymmetric core-periphery monetary policy shocks.  Surprisingly, this is an 

issue that has not been addressed in the “dilemma versus trilemma” literature.   

The structure of the remainder of the paper is as follows: in the next section, we 

describe our empirical approach, based on a heterogeneous panel structural VAR 

methodology.  In section 2, we investigate the association between international 

financial integration and the heterogeneous dynamic impacts of monetary policy 

shocks on commercial bank lending rates across the countries in our panel.  Section 3 

contains the test of the trilemma, examining whether these impacts differ across 

countries with fixed and floating regimes.  In section 4 we examine the effects of 

increased financial integration on the relative responses of the exchange rate and the 

domestic bank lending rate in periphery countries with floating exchange rates to 
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asymmetric monetary policy shocks.  We conclude with a discussion of some policy 

implications for economies operating floating exchange rates while experiencing 

increased international financial integration.  

1. Methodology   

Our empirical approach is based on a generalization of the methodology adopted 

by Mishra, Montiel, Pedroni, and Spilimbergo (2014, hereafter MMPS). Like MMPS, 

we employ the panel structural VAR method developed in Pedroni (2013).  In 

particular, the methodology addresses the dual challenge of cross-sectional 

dependencies and dynamic heterogeneities in multi -country panels. These 

challenges are important, because without controlling for dynamic heterogeneity, 

estimation even of the average dynamic responses to monetary policy shocks among 

the countries in the panel becomes inconsistent, and without controlling for cross-

sectional dependence, inference about such responses becomes inconsistent.   The 

methodology addresses these challenges by exploiting the orthogonality conditions 

typically associated with structural identification in time series contexts to 

decompose structural shocks into common and idiosyncratic components, and 

obtains efficient estimates of the country-specific loadings of the common 

components.  This enables us to obtain consistent estimates of the quantiles of the 

heterogeneous country-specific impulse responses and variance decompositions for 

both idiosyncratic and common structural shocks in a manner that is rob ust to the 
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potential combination of cross sectional dependency and dynamic heterogeneity  in 

our data.4 

By using this approach, we can estimate both the responses of individual 

country variables to common international shocks that capture global events such as 

changes in global financial cycles  driven by monetary policies in core countries , as 

well as the responses of individual countries to their own independent monetary 

policies while controlling for the common global shocks.  The structural 

identification is flexible, and is similar in spirit to the forms of short run and long 

run identifying restrictions that have been used traditional ly in the money and 

macro literature for single-country analysis. 

Because we wish to track the effects of monetary policy shocks on exchange 

rate-adjusted interest rate differentials on short-term government obligations (referred 

to hereafter as “bonds” for short) and commercial bank lending rates, we work with a 

three-variable VAR consisting of the exchange rate-adjusted bond rate differential, the 

commercial bank lending rate, and a nominal variable (we use both the monetary base 

and the exchange rate in the latter role).  To be specific, consider a three dimensional, 

demeaned structural vector moving average  of the form Δz t = A(L)ε t, where A(L) 

is a matrix polynomial in the lag operator L, ε t is a three-dimensional vector of 

mean-zero structural shocks, with E(ε tε’ t ) = IM×M .   We define the elements of z t as 

follows: z1,t is a measure of exchange rate-adjusted bond rate differentials, computed as 

follows: let i  and i*  be equal-maturity domestic and foreign nominal Treasury bill rates 

                                                            
4 See Pedroni (2013) for further details. 
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respectively, and let Δs t
e  be the expected rate of depreciation of the local currency.  

Under rational expectations, Δs t
e  = Δs t  + η t  ,  where η t  i s  an i . i .d .  whi te  noise 

process .  We define z 1 , t  = i t  - i* t  - Δs t  as the ex post exchange rate-adjusted bond 

rate differential. In our case, z2 , t  consists of the commercial bank lending rate .  

For our purposes, z3 ,t  can be any nominal variable that tracks the intermediate target 

of the central bank during the sample period.  Using the monetary base in the role of 

z 3 , t  as we will do below, allows us to track the magnitudes of central bank monetary 

policy actions that operate through changes in the base (whether such actions 

involve changes in policy interest rates or in monetary aggregates) .  For this reason, 

z3,t  can also be used to scale the magnitudes of the other impulse responses.  

The structural shocks ε t are identified through the recursive steady state 

restriction A(1)( j , k )  = 0 ∀j  < k, j  = 1,. . . ,  M, k = 1,. . . ,  M, M = 3, justified on the basis 

of economic arguments. Indeed, the nature of the z t  variables in conjunction with the 

recursive steady state restrictions on A(1) provide a natural economic interpretation 

for the structural shocks ε t .  

Specifically, note that ε3 , t  is  a shock that  may affect  the  exchange rate-

adjusted bond rate differential  and the commercial  bank lending rate  

temporari ly,  but  has no long -run effect  on ei ther  variable,  while potential ly 

having a long-run impact  on the nominal  variable in the posi t ion of   z3 ,t .   I t  is  

therefore best  understood as a purely nominal  shock,  and we wil l  therefore 

interpret it as the monetary policy shock.5
 .   

                                                            
5 Notice that what we are capturing in ε 3 , t  are shocks to the economy that allow the nominal money base to 

change in the long run, but do not cause the nominal interest rate to change in the long run .  

Consequently, unless the economy is superneutral, changes in the central bank’s inflation target would  
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Note that under uncovered interest parity, z 1 , t  would be a zero-mean white 

noise process.  As is well known, uncovered interest parity may fail to hold for a 

variety of reasons under both fixed and floating exchange rates (e.g., peso problems 

under fixed rates, or failure of rational expectations under either regime).  An 

important such reason under either regime, however, is the presence of imperfect 

financial integration, which we interpret here as imperfect substitutability between 

domestic and foreign bonds. Under imperfect integration domestic nominal shocks in 

the form of ε3 , t  would be able to move the domestic interest rate independently of the 

exchange rate-adjusted foreign rate – i.e., it would be able to create expectations-

adjusted bond rate differentials – by some magnitude and over some time horizon, but 

a purely neutral nominal shock would not be able to do so permanently.  Thus, as 

mentioned above, our measure of financial integration is based on the magnitude and 

duration of fluctuations in z 1 , t  triggered by ε3 , t .  

In turn, ε2 , t  controls for shocks that can potentially create permanent changes both 

in the nominal variable z3 ,t  and the commercial bank lending rate Z2,t, but not in 

exchange rate-adjusted bond rate differentials on marketable securities .   In standard open-

economy models a large variety of real economic shocks may fail to have long run 

effects on exchange rate-adjusted bond rate differentials .
6  Yet such shocks may have 

permanent effects on the nominal commercial bank lending rate, either by changing 

domestic nominal interest rates on the marketable securities that are used in our 

                                                                                                                                                                                                
be reflected in  ε 2 , t ,  r a t h e r  t h a n  i n  ε 3 , t .  T h u s ,  o u r  i d e n t i f i c a t i o n  s c h e me  c o n t r o l s  f o r  c h a n g e s  t o  a  

c e n t r a l  b a n k’ s  i n f l a t i o n  t a r g e t  v i a  ε 2 , t   so that ε 3 , t .  c a p t u r e s  mo n e t a ry  p o l i cy  e v e n t s  t h a t  mo v e  t h e  

mo n e y  b a se ,  b u t  d o  n o t  mo v e  e i t h e r  the  i n f l a t i o n  r a t e  n o r  t h e  r e a l  i n t e re s t  r a t e  i n  t h e  l on g  r u n .   By  

c o n t r a s t ,  i f  we  we r e  i n t e r e s t e d  i n  c a p t u r i n g  b o t h  c h a n g e s  t o  a n  i n f l a t i o n  t a rg e t  a n d  o u r  c u r r e n t  

mo n e t a r y  p o l i cy  e v e n t s  t o g e t h e r  i n  ε 3 , t ,  t h i s  c o u l d  b e  a cc o mp l i sh e d  b y  u s i n g  t h e  r e a l  i n t e r e s t  r a t e  

i n  t h e  Z2,t  p o s i t i o n .  
6 For example, a large class of open-economy DSGE models imposes continuous UIP while incorporating a wide 

range of both real and nominal shocks.  See, for example, Smets and Wouters (2007). 
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measure of exchange rate-adjusted bond rate differentials or by altering the relationship 

between bank lending rates and rates on such securities.  Our three-dimensional system 

thus orthogonalizes from our estimate of monetary policy shocks a potentially large 

set of shocks that may have various long-run real effects on the economy, including 

on the commercial bank lending rate,  while leaving exchange rate-adjusted bond rate 

differentials unaffected in the long run.   For reasons to be explained below we refer 

to these as ”real” shocks. 

Finally, ε1 , t  becomes a control for any shocks that are capable of creating 

permanent exchange rate-adjusted interest rate differentials on marketable securities – i.e., 

to cause long-lasting deviations from UIP . Shocks in the form of ε1 , t  have unrestricted 

long-run effects on all three variables in the system. For convenience, we refer to these 

shocks as ”risk premium” shocks. 

For each of these categories we will want to identify shocks that are 

idiosyncratic to the individual country, as well as those that represent common global 

shocks (i.e., global monetary policy shocks, global risk premia shocks, and all other 

global shocks).  We wish to estimate the dynamic responses of country-specific bond 

rate differentials, country-specific lending rates, and the country-specific nominal 

variable included in the VAR to these three categories of country-specific and global 

shocks.  This will allow us to examine the relationship between the extent to which 

domestic monetary policy is able to induce changes in exchange rate-adjusted bond 

rate differentials and the response of the country-specific lending rate to both domestic 

and foreign monetary policy shocks.  
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Our approach allows us to quantify the role that a central bank’s ability to create 

temporary exchange rate-adjusted bond rate differentials plays in the effectiveness of 

monetary policy shocks in influencing the commercial bank lending rate. To see how, 

consider first the response of the ultimate target variable z2 , t  to the central bank 

policy shock ε3 , t .  This response is characterized at different time horizons by the 

partial sums of the estimated impulse response coefficients , namely Σr2
s=0 A(2,3)s  for , 

r2  = 0, . . . ,  Q ,  To measure the effectiveness of a particular central bank action, we need 

to scale this response by the size of the movement in the intermediate target variable 

z3 , t  that is due to the policy shock ε3 , t . The size of this movement at different time 

horizons r3  = 0,  . . . ,  Q  is given by the corresponding partial sums Σr3
s=0A(3,3)s .  Thus, 

the scaled response is measured by Σr2
s=0 A(2,3)s/ Σr3

s=0 A(3,3)s.  Accordingly, in our 

graphical representations we fix r3  at either the impact response r3  = 0, or the steady 

state response r3  = Q , and then then vary r2  over the response horizons , r2  = 0,  . . . ,  

Q ,   

 Similarly, the measure of the central bank’s ability to create exchange rate-

adjusted bond rate differentials in response to its policy shock at different time 

horizons r1 = 0 …,Q is given by the partial sums Σr1
s=0 A(1,3)s, and the 

correspondingly scaled response becomes Σr1
s=0A(1,3)s/ Σr3

s=0A(3,3)s.  When we collect 

the distribution of these responses over the sample of i = 1,…,N countries, we can 

formalize the relationship between the central bank’s ability to create exchange rate-

adjusted bond rate differentials and our measure of the effectiveness of central bank 

policy on the ultimate target variable via the fitted values of the following regression 

specification: 
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     Σr2
s=0A(2,3)s/Σr3

s=0A(3,3)s = α + β(Σr1 s=0A(1,3)s/ Σr3
s=0A(3,3)s)i + ui. 

 

2. Data Implementation and Initial Results 

 

To implement this approach we use an unbalanced panel of quarterly data 

drawn from the IMF’s International Financial Statistics .  The monetary base is taken 

from line 14, which we deseasonalized, and the commercial bank lending rate from 

line 60.  To compute the exchange rate-adjusted bond rate differentials we used IFS 

data on government bond yields and IFS data on bilateral U.S. end of period nominal 

exchange rates.  Specifically, the quarterly exchange rate-adjusted bond rate 

differential was calculated as the spread between the domestic government bond yield 

and the U.S. government bond yield for the given quarter minus the annualized rate of 

nominal exchange rate depreciation over the corresponding quarter,  as reflected by the 

exchange rate at the end of the quarter minus the exchange rate at the end of the 

previous quarter. 

Our sample period and set of sample countries were determined by data 

availability.  Inclusion of country-quarter observations in our sample was determined 

by several filters.  First, for some countries, some of the data that we require were 

available only at annual frequencies, so quarterly observations were repetitions of the 

annual averages.  In addition, some countries fixed their lending rates for extended 

periods.  In both of these cases there was no quarterly variation in the data, so we 

excluded periods from our sample for which the quarterly data were unchanged for 

four or more consecutive quarters.  Second, to ensure that we have sufficient data to 
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search over possible ranges of lag truncation for each country in the estimation of the 

country-specific reduced-form VARs while retaining sufficient degrees of freedom, 

we imposed a minimum number of continuous quarterly observations on all variables 

in order to include a country in our sample.  We set this cutoff value at five years , so 

any country that did not have at least five years of continuous quarterly data for each 

of the variables listed above was excluded from the sample .  Similarly, we require a 

meaningful cross-sectional dimension for each period in the sample in order to ensure 

that the common structural shocks are estimated reasonably well .  We set the cutoff 

value for the availability of cross-section data at 15, so that if we did not have data 

available for at least 15 countries for any given period, we dropped that period from 

the sample.  Our final panel consisted of data for 33 countries over a sample period 

from 2001Q3 to 2012Q2.7  

 We report our initial general results in Figures 1 and 2.  Figure 1 depicts the 

country impulse response quantiles, while Figure 2 depicts the corresponding country 

variance decomposition quantiles.  In particular, the central black line depict s the 

median impulse responses and median variance decompositions among the sample of 

countries.  The upper green line represents the 75 th percentile response, and the lower 

blue line represents the 25 th percentile response. The spread between these quantiles 

thereby reflects the heterogeneous pattern of responses among the countries to the 

various structural shocks. 

                                                            
7 The countries in our sample consisted of Bulgaria, Canada, Cyprus, the Czech Republic, Denmark, Estonia, 

Finland, France, Germany, Hungary, Iceland, Italy, Jamaica, Japan, Korea, Latvia, Lithuania, Malaysia, Malta, 

Nepal, Netherlands, Norway, Portugal, Poland, Samoa, the Slovak Republic, South Africa, Spain, Sweden, 

Switzerland, Thailand, the United Kingdom, and Venezuela.  
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 A remarkable feature to note is the substantial exchange rate-adjusted bond rate 

differentials that arise in response to many of the shocks, as seen in the top two rows 

of figure 1. Another interesting feature is the notable response of both the country-

specific lending rates and the country-specific monetary base to common shocks to the 

risk premium.  We interpret this as consistent with the response of individual country 

interest rates to variations in the global financial risk cycle, and the endogenous 

response of individual country central bank policy reaction functions to the same 

shock.  We also interpret these findings as consistent with the “dilemma” results 

highlighted in Rey (2015a, 2015b), which emphasizes the importance of global 

financial cycles in driving the monetary stance of peripheral economies . 

 Can central banks in peripheral countries hope – at least in principle -- to 

counter these impacts with independent monetary policies?  The answer depends on 

whether domestic monetary policy retains effectiveness – i.e., whether country-

specific monetary policy shocks can move the domestic lending rate.   To explore this 

issue, we report some further initial results focusing on the responses to individual 

central bank policy actions, which appear in Figures 3 and 4.  The first column of 

Figure 3 presents the median raw (unscaled) impulse responses of exchange rate-

adjusted bond rate differentials (top panel), the lending rate (middle panel), and the 

monetary base (bottom panel) to an idiosyncratic policy (nominal) shock, as well as 

the responses at the 25 th and 75th percentile in our sample.  As expected, this shock is 

associated with a permanent increase in the monetary base.  The median value of the 

base increases by a little over 3 percent on impact (first column, bottom panel), then 

oscillates for approximately 15 quarters before converging to a permanent increase of 
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about 4 ½ percent.  The top panel of the first column in Figure 3 suggests that 

international financial integration is typically imperfect in our sample, since this 

increase in the monetary base is associated on impact with a decrease in the domestic 

bond rate relative to the exchange rate-adjusted foreign rate.  The deviation is 

significant in an economic sense, amounting to some 5 percent on impact, but 

dissipating fairly rapidly, falling to about 2 ½ percent after one quarter and 

disappearing entirely after 5 quarters.  As indicated in the middle panel, the negative 

exchange rate-adjusted bond rate differential is associated with effectiveness in 

transmission from the central bank action to the bank lending rate, since the median 

lending rate falls on impact by some four percent.  But aga in, this effect dissipates 

rapidly, disappearing after five quarters.  

 While these effects may appear rather large, they essentially reflect the large 

size of the monetary shock.  The second column of Figure 3 demonstrates this, by 

scaling the impulse responses by the eventual cumulative change in the monetary base 

caused by the nominal shock.   Scaling in this fashion enables us to assess the 

magnitude of changes in exchange rate-adjusted bond rate differentials and changes in 

the lending rate associated with a one percent steady-state change in the monetary 

base.  As indicated in the top panel, a median one-percent steady-state increase in the 

base is associated with a median one-percent negative change in the exchange rate-

adjusted bond rate differential on impact, which becomes nearly zero after three 

quarters.  As shown in the middle panel, the median response of the lending rate is 

more muted, as the rate falls by about ½ of one percent on impact and is effect ively 

back to its baseline value after four quarters.  This panel also shows that there is 
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substantial country heterogeneity in the eventual size of the change in the monetary 

base required to move the lending rate by a specific amount, as reflected in the wide 

25th and 75th percentile bands around the median response.    

 These results are economically sensible, and they are suggestive of a 

relationship between central banks’ ability to generate exchange rate-adjusted bond 

rate differentials through monetary policy and the effectiveness of policy in 

influencing bank lending rates.  In Figure 4 we explore this relationship more 

systematically.  Consider the top panel of the figure.  The horizontal axis in this graph 

corresponds to the time periods of estimated impulse responses.  For each period, each 

point on the solid line represents the estimated slope coefficient in a cross -country 

regression of the estimated impulse response of the bank lending rate to an 

idiosyncratic nominal shock on the estimated impulse response of the exchange rate-

adjusted bond rate differential to the same shock.  In other words, it measures the 

cross-country association between changes in the lending rate and exchange rate-

adjusted bond rate differentials created by a central bank (nominal) action.  As 

indicated in the figure, this association is positive over  all impulse-response horizons 

– i.e., the creation by monetary policy of negative exchange rate-adjusted interest rate 

differentials in government bond yields is positively associated across countries with 

its ability to create reductions in the bank lending rate at all impulse-response 

horizons.    The graphic also depicts the one standard deviation bands obtained from 

the regression.  

Note that the coefficients converge to a positive value that is estimated with 

increased precision as the impulse response horizon is lengthened.   We interpret this 
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phenomenon as reflecting the effects of substantial cross -country heterogeneity in the 

ability to create persistent exchange rate-adjusted bond rate differentials and 

associated persistent changes in the lending rate .  Over short horizons, a variety of 

factors could affect exchange rate-adjusted bond rate differentials and changes in 

lending rates, introducing noise into the cross-sectional association between these 

variables, but our restrictions require both variables to converge to zero in the long 

run. They will do so more gradually for countries that are able to generate more 

persistent exchange rate-adjusted bond rate differentials and lending rate changes, so 

what we observe over longer horizons is the association between these persistent 

changes, however small they each may be.  Our results suggest that this association is 

indeed positive and can be precisely estimated over such horizons.  

 The bottom panel of Figure 4 repeats this exercise after scaling the impulse 

responses by the size of the steady-state change in the monetary base triggered by the 

monetary shock.  The association is once again positive – this time after three quarters 

– and the standard error bands lie above the horizontal axis over almost all of the 

impulse response horizons. 

 In short, the association between a central bank’s ability to create exchange 

rate-adjusted bond rate differentials – such as would prevail under less than complete 

financial integration – and its ability to affect commercial bank lending rates appears 

to be a systematic one: countries that are able to generate exchange rate-adjusted bond 

rate differentials through monetary policy are simultaneously more effective in 

influencing the commercial bank lending rate. 
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3. The Role of the Exchange Rate Regime 

Our main interest, however, is in examining how these results are affected by 

the exchange rate regime.  Our expectation, consistent with Mundell’s trilemma, is 

that countries that maintain fixed exchange rates will find that monetary policy has 

smaller effects on domestic interest rates, including the bank lending rate, when such 

countries are unable to generate temporary exchange rate-adjusted bond rate 

differentials through monetary policy – i.e., when they are characterized by a high 

degree of financial integration.  For countries with floating exchange rates, on the 

other hand, theory makes no clear predictions.  

 We examine this issue by splitting our sample into two groups according to 

their predominant exchange rate policies during our sample period, as indicated by the 

Reinhart-Rogoff “coarse” classification of exchange rate regimes.  This system 

classifies countries into five categories, assigning numbers from 1  (hard pegs) to 5 

(freely floating).  Higher numbers thus correspond to more floating.  We calculated 

the average associated with each country during our sample period and placed 

countries into the “fixed” group if their average classification was less tha n 2.5 and 

into the “floating” category otherwise.  We then repeated the exercise reported in 

Figure 4 separately for fixers and floaters.   

 Figures 5 and 6 report our results.  The top panel of each figure reports 

regressions of the estimated impulse response of the bank lending rate to an 

idiosyncratic nominal shock on the estimated impulse response of the exchange rate-

adjusted bond rate differential to the same shock, based on the raw data, while the 
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bottom panel reports the results of the same regression after the data have been scaled 

by the long-run response of the monetary base to the nominal shock.  As expected, the 

coefficients for fixers, reported in Figure 5, are uniformly positive in both the raw and 

scaled data – i.e., larger impacts on the exchange rate-adjusted bond rate differential 

are associated with larger impacts on the bank lending rate .   

The important finding, however, is that  the results turn out to be similar for 

floaters (Figure 6): the estimates also turn out to be positive over the first 10 periods 

of the impulse response in both the raw and scaled data , and are negative only in the 

11th period of the scaled data.  Why should this be so?  A possible explanation of the 

surprising results for floaters is that as financial integration increases in countries 

with floating exchange rates, the transmission mechanism for monetary policy shocks 

may change. Specifically, the positive correlations between changes in exchange rate-

adjusted bond rate differentials and changes in bank lending rates under floating 

exchange rates that we observe in the data may arise if increasing financial integration 

causes a given change in the monetary base to have smaller impacts on domestic 

interest rates and larger ones on the exchange rate.   

Theory does not unambiguously predict that increased financial integration 

should have this effect.  8  In order to provide further evidence on this issue, we 

consider an alternative structural identification scheme for the subset of countries 

with floating exchange rates.  It allows us to estimate how the relative roles of the 

exchange rate and the interest rate in transmitting an asymmetric domestic monetary 

                                                            
8 In the working paper version of this paper, we describe a version of the standard textbook Dornbusch model that is  

modified to incorporate varying degrees of financial integration.  As shown there, the model does not make 

unambiguous predictions on this issue. 
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shock are affected by financial integration, as measured by the central bank’s ability 

to create transitory exchange rate-adjusted bond rate differentials.  In particular, for 

the subset of exchange rate floaters, we replace the monetary base by the nominal 

exchange rate in the position of the third variable, Z3,t, .  On the assumption that 

money is neutral in the long run, and that a ceteris paribus increase in the steady-state 

monetary base results in a one-for-one steady-state depreciation of the nominal 

exchange rate, this alternative scheme identifies exactly the same shocks as our initial 

baseline identification scheme.  Indeed, Figure 7 shows that the responses of the 

exchange rate-adjusted bond rate differential and the lending rate to the policy shocks 

are roughly the same as under the previous identification when applied to countries 

with floating exchange rates. The obvious disadvantage of this alternative scheme is 

that it can be implemented only for countries with floating exchange rates, but the key 

advantage in our case is that it enables us to examine the response of the exchange 

rate to these same shocks.   

The main results are depicted in Figure 8.  Specifically, the top panel of Figure 

8 continues to show that a central bank’s ability to move the lending rate is positively 

correlated with its ability to create exchange rate-adjusted bond rate differentials, as 

we have already seen under the previous identification scheme.  However, the lower 

panel in Figure 8 now shows the key result that in the initial period, up to three 

quarters following the policy event, the log ratio of the bank lending rate to the 

exchange rate movement is positively correlated with the central bank’s ability to 

create temporary exchange rate-adjusted bond rate differentials.  In other words, the 

more closed a country is financially, and therefore the more able its central bank is to 
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create temporary exchange rate-adjusted bond rate differentials in its conduct of 

monetary policy, the more the bank lending rate moves relative to the exchange rate.  

Conversely, the more open a country is financially, the more the exchange rate adjusts 

relative to the bank lending rate in response to a monetary policy event.  Thus, while 

both the lending rate and the exchange rate adjust as part of the transmission 

mechanism, exchange rate movements become relatively more important as the 

country becomes more open financially.9 

As suggested in the introduction, we believe that our findings shed light on the 

recent and widely discussed claim by Rey (2015) that the trilemma is actually a 

dilemma, in the sense that floating exchange rates do not provide monetary autonomy 

when capital mobility is high.  The implication is that countries can only achieve 

monetary autonomy when they impose restrictions on capital movements, so the only 

choice they face is between free and restricted financial accounts.  Rey bases this 

conclusion on the basis of her identification of global financial cycles triggered by 

monetary policy in the center country and affecting all financially -integrated countries 

in the periphery, regardless of their exchange rate regimes.  

Our findings suggest that enhanced financial integration alters the process by 

which financial market disequilibria are resolved in the domestic economy  under 

floating exchange rates, giving a greater role to exchange rate movements and a 

smaller one to interest rate movements.  Since changes  in core-economy policy rates 

that are not matched by the periphery (asymmetric monetary policies) would tend to 

                                                            
9 It is worth noting that four quarters following the shock, the relationship flips, becoming negative and statistically 

significant for a brief period.  This is likely due to the fact that, as seen in the lower left panel of Figure 5, the 

nominal exchange rate briefly overshoots its steady state value around this quarter, substantially for at least the top 

quartile of country responses, and to a lesser extent for the top 50 percentile of country responses. 
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create such disequilibria, such changes create larger exchange rate movements in the 

periphery as the periphery becomes more highly integrated financially with the core.  

When such exchange rate movements are perceived as harmful by countries in the 

periphery, increased financial integration would give them an incentive to mimic the 

monetary policies adopted by the core, even if their exchange ra te regimes would 

otherwise not compel them to do so. 

In Figure 9 we present some direct evidence on this issue.  The figure reports 

the relationship in countries with floating rates between the ability of domestic 

monetary shocks to create exchange rate-adjusted bond rate differentials and the 

composition of the domestic financial-market response to a global monetary shock.  

The figure indicates that, over most of the horizons examined, the greater the ability 

of domestic monetary shocks to create exchange rate-adjusted bond rate differentials, 

the stronger the response of the domestic bank lending rate relative to that of the 

exchange rate.  This suggests, as hypothesized above, that greater financial integration 

is associated with a stronger relative response of the exchange rate than that of the  

domestic lending rate.   

4. Summary and conclusions 

 In this paper we have investigated the effects of international financial 

integration on the capacity of central banks to influence commercial bank lending 

rates through monetary policy actions.  We have found strong support for the 

proposition that the ability of domestic monetary policy to generate exchange rate-

adjusted interest rate differentials on marketable securities of comparable risk – short-
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term Treasury obligations -- is associated with increased effectiveness of monetary 

policy in influencing bank lending rates.  Perhaps surprisingly, this result holds under 

both fixed and floating exchange rates.   

Its implications for the effectiveness of monetary transmission differ under the 

two regimes, however, because of the contrasting roles of the exchange rate channel in 

the two cases. Under fixed exchange rates, the exchange rate channel is absent.  

Effective monetary transmission thus depends entirely on the effectiveness of the 

interest rate channel.  For such countries, the implications of our results are the 

familiar ones associated with Mundell’s trilemma: their scope for using monetary 

policy to influence domestic interest rates will decrease as their degree of integration 

with international financial markets increases.  Under floating rates, we have 

interpreted our results as suggesting that financial integration alters the channels of 

monetary transmission, causing monetary policy shocks to have larger effects on the 

exchange rate and smaller ones on commercial bank lending rates , and have provided 

evidence that this is indeed the case.  We have hypothesized that this reflects 

increased sensitivity of exchange rates to financial shocks under high levels of 

financial integration, and would therefore suggest that global monetary policy shocks 

emanating from core countries would, in the absence of a symmetric domestic 

monetary policy response, tend to be transmitted to periphery countries primarily 

through fluctuations in exchange rates, rather than in domestic interest rates.  This 

increased exchange rate volatility under high financial integration may enhance “fear 

of floating” in financially-integrated countries in the periphery, causing them to track 

core country policy rates and contributing to the emergence of Rey’s “dilemma.”  
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Because this outcome reflects a monetary policy choice tha t is contingent on aversion 

to exchange rate volatility, however, it is perfectly consistent with Mundell’s trilemma: 

periphery monetary autonomy remains feasible under high capital mobility, but when 

exchange rate volatility is excessively harmful, it is not optimal.  High financial 

integration induces Taylor rules in periphery countries to give more weight to the 

exchange rate. 

We believe that our findings have some important policy consequences.  For 

example, as the relative strengths of the interest rate and exchange rate channels change 

with increased financial integration, the overall strength of monetary transmission may 

increase or decrease, depending on the relative strength of interest rate and exchange 

rate effects on aggregate demand.  For countries with floating rates that use the interest 

rate as the operating instrument of monetary policy, this provides a separate reason why 

the optimal specification of the Taylor rule in such countries would tend to be affected 

by changes in the country’s degree of financial integration, even if policy rates do not 

directly respond to exchange rate movements. In addition, the size of the monetary 

policy action (i.e., the change in the base) required to effect a given change in the 

domestic interest rate may be affected by the degree of financial integration, as we have 

shown.   For countries with floating rates that use the base as the operating instrument of 

monetary policy (this is true, for example, of many low-income countries in Sub-Saharan 

Africa) and that rely primarily on the effects of changes in the base on commercial bank 

lending rates for monetary transmission, this means that the change in the base required 

to effect a given change in aggregate demand will change over time with changes in the 

country’s degree of financial integration.  In both cases, therefore – whether they use the 
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interest rate or monetary base as their operating instrument – countries with floating 

rates must take into account the effects of financial integration on the channels of  

monetary transmission.   
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Figure 1.
Inter-Quartile Impulse Responses from the Panel SVAR
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Figure 2.
Inter-Quartile Variance Decompositions as Shares of Variations due to Composite Shocks
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Figure 3.
Quartile Panel SVAR Impulse Response Estimates
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Figure 4. Idiosyncratic Policy Shocks - All Countries
Relationship Between Policy Effectiveness and UIP Deviations

based on raw responses
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Figure 5. Idiosyncratic Policy Shocks - ExchRate Fixers
Relationship Between Policy Effectiveness and UIP Deviations
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Figure 6. Idiosyncratic Policy Shocks - ExchRate Floaters
Relationship Between Policy Effectiveness and UIP Deviations

based on raw responses
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Figure 7.
Alternative Identification Scheme - ExchRate Floaters
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Figure 8. Idiosyncratic Policy Shocks - ExchRate Floaters
Relationship between lending rate movement and UIP deviations when S is used in place of M0
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Figure 9. Common Core Policy Shocks - ExchRate Floaters
Relationship between lending rate movement and UIP deviations when S is used in place of M0
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