CONDITIONS FOR NONNEGATIVE CURVATURE ON VECTOR
BUNDLES AND SPHERE BUNDLES

KRISTOPHER TAPP

ABSTRACT. This paper addresses Cheeger and Gromoll’s question of which
vector bundles admit a complete metric of nonnegative curvature, and relates
their question to the issue of which sphere bundles admit a metric of posi-
tive curvature. We show that any vector bundle which admits a metric of
nonnegative curvature must admit a connection, a tensor, and a metric on
the base space which together satisfy a certain differential inequality. On the
other hand, a slight sharpening of this condition is sufficient for the associated
sphere bundle to admit a metric of positive curvature. Our results sharpen
and generalize Walschap and Strake’s conditions under which a vector bundle
admits a connection metric of nonnegative curvature.

1. INTRODUCTION

A well-known question in Riemannian geometry is to what extent the converse of
Cheeger and Gromoll’s soul theorem holds. Their theorem states that any complete
noncompact manifold, M, with nonnegative sectional curvature is diffeomorphic to
the normal bundle of a compact totally geodesic submanifold, > C M, called the
“soul of M” [4]. The converse question is the classification problem: which vector
bundles over compact nonnegatively curved base spaces can admit complete metrics
of nonnegative curvature? There are vector bundles which are know not to admit
nonnegative curvature, but in all such examples the base space has an infinite
fundamental group [17],[15],[1]. Trivial positive results include all vector bundles
over S', S2? and S3, T'S™ for any n, and more generally all homogeneous vector
bundles over homogeneous spaces. As for nontrivial positive results, Yang obtained
nonnegatively curved metrics on rank 2 vector bundles over C P"#CP" [19]. More
recently, Ziller and Grove constructed nonnegatively curved metrics on all vector
bundles over S* and S° [6].

Our first result is a necessary condition for a vector bundle to admit a metric of
nonnegative curvature. Suppose that M is an open (ie., complete and noncompact)
manifold with nonnegative curvature, and ¥ is a soul of M. Let v(X) denote
the normal bundle of X, let p € ¥, XY € T,X, and W,V € p,(¥). Let V
denote the connection in v(X), and let RV denote its curvature tensor, so that
RY(X,Y)W € v,(2). We can enlarge the domain of the tensor RV by defining
RY(W, V)X to be the vector in T},% for which (RY (W, V)X,Y) = (RV (X, Y)W, V)
for every Y € T,,X. Let ks, describe the unnormalized sectional curvatures of ¥; that
is, kx(X,Y) = (R(X,Y)Y, X). Similarly, let kp(W,V) = (R(W, V)V, W) describe
unnormalized sectional curvatures of 2-planes perpendicular to ¥ (“F” stands for
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“fiber”, since kp really describes the curvatures of the fibers at points of ¥). By
parallel transporting W and V along geodesics from p in X, we can regard kg (W, V)
as a real valued function on X near p; by hess; . w,)(X) we denote the hessian
of this function in the direction X. We think of {RV, ks, kr} as the structure of
M which is visible at points of the soul. Our necessary condition for nonnegative
curvature is the following relationship between these visible structures:

Theorem A. If M is an open manifold of nonnegative curvature with soul
Y, then for any p e £, X,Y € T,X, and W,V € 1,(2),

(DxRY)(X, Y)W, V)? < (IRV (W, V)X[* + (2/3)hessppw,v) (X)) - ks(X,Y).

An obvious question is whether the condition in Theorem A is sufficient; that
is, if a vector bundles admits structures statisfying the inequality of the theorem,
then must it admit a metric of nonnegative curvature? We discuss first the case of
connection metrics, about which much is allready known.

A “connection metric” gz on the total space F of a vector bundle R¥ — E 5 %
is a metric arising from the following construction. Choose a Euclidean structure
(+,-) on the bundle (which means a smoothly varying choice of inner products on
the fibers), a connection V that is compatible with the Euclidean structure, a
metric gs; on ¥, and a rotationally-symmetric metric go on R*. Then there is a
unique metric gg on E for which 7 : (E, gg) — (¥, ¢gx) is a Riemannian submersion
with horizontal distribution, H, determined by V, and with totally geodesic fibers
isometric to (R¥, gg). By a connection metric gz on the total space E! of the
associated sphere budle S*~! — E' 5 ¥, we mean the intrinsic metric induced on
the sphere of radius 1 about ¥ in (F, gg).

In Theorem A, if the metric on M is a connection metric, then kg is parallel, so
hessy,,.(w,v)(X) = 0. The inequality therefore becomes:

(L1) (DxRY)(X. Y)W, V)2 < [RY (W, V)X[? - ks(X,Y).

This special case of Theorem A is not new. In [14], Strake and Walschap studied
conditions under which a vector bundle admits a connection metric of nonnegative
curvature. Their necessary condition is stronger than inequality 1.1:

(12) (DxRY)(X, Y)W, V)? <[RS (W, V)XP - (hs(X,¥) = SR (X, V)W),

where 7e > 0 is a bound on the diameters of spheres about the origin in (R¥, go).
We prove the following weak converse to Theorem A:

Theorem B. Let ¥ be a compact manifold, let RF — E 5 % be a vector
bundle over ¥, and let S¥~1 — E' 5 % be the associated sphere bundle.

(1) E' admits a connection metric gp of positive curvature if and only
if the vector bundle admits a Euclidean structure (-,-), a compatible
connection V, and a metric gs on ¥ such that the following inequality
holds for allp e ¥, X, Y € T,X with X ANY #0, and W,V € E, with
WAV #0:

(DxRY)(X, Y)W, V)* < [RY(W,V)X|* - ke(X,Y)

(2) Further, if the vector bundle admits structures for which this inequal-
ity is satisfied, then E admits a complete connection metric gg of
nonnegative curvature.
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Notice the strict inequality implies that (3, gs;) has positive curvature. To prove
part 2, we show that gg can be chosen so that the connection metric g on F
determined by the data {gs, (-,), V, go} has nonnegative curvature. Additionally,
the boundary of a small ball about the soul (zero section) of (E,gg) has positive
intrinsic curvature, which proves one direction of part 1 of the theorem.

We describe next some ways in which Theorem B overlaps known results related
to connection metrics of nonnegative and positive curvature.

e One direction of part 1, namely that positive curvature implies the in-
equality, follows from the argument in [14] by which Walschap and Strake
established inequality 1.2. We will elaborate on this remark in Section 7.

e Part 2 is an improvement of Strake and Walschap’s sufficient condition for
a connection metric of nonnegative curvature, which is equivalent to our
condition with the right side of the inequality multiplied by 1/2.

e Part 2 of Theorem B in the case where & = 2 and the vector bundle is
oriented was done by Strake and Walschap in [14]. Part 1 of Theorem B
in this case follows from Strake and Walschap’s work, and also appears
explicitly in [3]. In this case, RV can be identified with the 2-form 2 on
¥ given by Q(X,Y) = (RV(X, Y)W, JW), where [W| = 1 and J denotes
the almost complex structure on E. The inequality of Theorem B becomes:
(DxQX,Y))? < |ixQ]?  ks(X,Y), where ixQ = Q(X, ). Also, inequal-
ity 1.2 becomes: (DxQ(X,Y))? < [ixQ?- (k=(X,Y)—3e2Q(X,Y)?); Yang
proved in [19, Lemma 1] that this last inequality together with the inequal-
ity ks(X,Y) > 262Q(X,Y)? provide a necessary and sufficient condition
for the connection metric g on E' with fibers of length 2me to have non-
negative curvature. Since when k = 2 the sphere bundle E' is a principal
bundle, nonnegative curvature on the sphere bundle implies nonnegative
curvature on the vector bundle.

e The strict inequality of Theorem B implies that RV (W,V)X = 0 only
when X =0 or W AV = 0. This is equivalent to saying that the induced
connection in the sphere bundle E' is “fat”. The concept of fatness was
introduced by Weinstein in [18]. Among other restrictions, it implies that
dim(X) is even and is > k, with equality possible only if dim(X) is 2, 4, or 8.
Derdzinski and Rigas proved in [5] that the only S® bundle over S* which
admits a fat connection is the Hopf bundle S® — S7 — S%. This result
rules out the possibility of using Theorem B to produce metrics of positive
curvature on 7 dimensional exotic spheres. We refer the reader to [20] for
a survey of results related to fatness. Because of the fatness implication,
the strict inequality of Theorem B should probably be considered much
stronger than the non-strict inequality of equation 1.1.

We return to the general problem of finding sufficient conditions for nonnegative
curvature on E and for positive curvature on E'. The inequality of Theorem A is
a relationship between the different curvatures that are visible at the soul, namely,
the curvatures of 2-planes tangent to ¥ (described by ks ), the curvature RV of the
connection in »(X), and the curvatures of “vertical” 2-planes (described by kp).
It is useful to write kp(W,V) = (Rp(W,V)V,W) = Rp(W,V,V,W), where Rp,
which we call the “vertical curvature tensor”, is just the restriction of the curvature
tensor R of M to vectors in v(¥), so that (Rr), : (1,(2))* — R.
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More generally, a tensor Rg on a vector bundle R* — E 5 ¥ such that for
each p € ¥, the map (Rp), : (E,)* — R has the symmetries of a curvature tensor
(not necessarily including the Bianchi identity) will be called a “vertical curvature
tensor” on the bundle. We think of a vertical curvature tensor as prescribing the
curvatures of vertical 2-planes at zero-section. For p € ¥ and W,V € E, we
write kp(W,V) = Rp(W,V,V,W). As before, by parallel transporting W and V
along geodesics from p in ¥, we can think of kx(W,V) as a real valued function
on a neighborhood of p in X, and we write hessy, (w,)(X) for the hessian of this
function in the direction X € T,,X.

We prove that a strengthening of the necessary condition in Theorem A is suffi-
cient to guarantee a metric of positive curvature on the sphere bundle.

Theorem C. Let ¥ be a compact manifold, and let R* — E 5 % be a vector
bundle over ¥. If this bundle admits a metric g on X, a Euclidean structure
(-,), a compatible connection V, and a vertical curvature tensor Rp such that

forallpe ¥, XY € T, with X NY #0, and W,V € E, with WAV #0:
(DxRY)(X,Y)W,V)? < (IRY(W,V)X > + (2/3)hess w1 (X)) - ks(X,Y),
then the unit-sphere bundle E' of E admits a metric of positive curvature.

Some comments about Theorem C are in order.

e To prove the theorem, we construct a metric gg on E for which the bound-
ary of a small ball about the zero-section has positive curvature. We believe
that gg can always be constructed to be a complete metric of nonnegative
curvature, but we are only able to prove this in the special case of connec-
tion metrics, as describe in Theorem B.

e Guijarro and Walschap proved that if a vector bundle admits a metric of
nonnegative curvature, then so does the associated sphere bundle [9]. This
is because the boundary of a small ball about the soul is convex and hence
nonnegatively curved in the induced metric. Our theorems address the
question of when this induced metric on the sphere bundle has positive
curvature. For a metric of nonnegative curvature on a vector bundle, the
inequality in Theorem A must hold; if in addition this inequality is strict on
orthonormal vectors {X,Y, W, V}, then the induced metric on the sphere
bundle must have positive curvature.

e The strict inequality implies that |[RY (W, V)X |? > —(2/3)hess,.w,v(X),
with equality only when X = 0 or W AV = 0. This can be thought of as a
generalized fatness condition. Because of the added generality, Derdzinski
and Rigas’ result does not rule out the possibility of using Theorem C to
find metrics of positive curvature on 7-dimensional exotic spheres.

e In theorem A, if the metric on M is such that each fiber of the projection 7 :
M — ¥ is radially-symmetric (although not necessarily totally geodesic),
Then (2/3)krp(W,V) = f(p) - [W A V|? for some function f : ¥ — R. In
other words, all vertical 2-planes at a fixed point p € ¥ have the same
sectional curvature, so the vertical curvature information can be described
entirely by a function f on X. In this case, the inequality of Theorem A
becomes:

(1.3) (DxRY)(X, Y)W, V)2 < (|IRV(W, V)X > +|W AV |* -hess; (X)) - ks (X,Y).
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Conversely, if a vector bundle R* — E 5 ¥ admits structure {gs, (-,-), V, f}
(where {gx, (-,-), V} are as in Theorem C, and f : ¥ — R) such that in-
equality 1.3 is satisfied and is strict for orthonormal vectors {X,Y, W, V},
then Theorem C provides a metric of positive curvature on E! for which
the fibers are round (with varying diameters).

e Both the inequality of Theorem A and its sharpening to a strict inequality
for orthonormal vectors have natural interpretations. As we will show, a
mixed 2-plane o at the soul is a critical point of the sectional curvature
function, sec, on the Grassmannian G of 2-planes on M. The inequality
in Theorem A comes from fact that, since M has nonnegative curvature,
the hessian of sec at ¢ must be nonnegative definite. The strictness of the
inequality means that the only vectors in T,G contained in the nullspace of
the hessian of sec are the vectors forced to be there by Perelman’s Theorem.

Our paper is organized as follows. In sections 2 and 3 we describe the derivatives
at the soul of the A and T tensors of the Riemannian submersion from an open
manifold of nonnegative curvature onto its soul. This allow us in section 4 to
describe the hessian of sec at a mixed 2-plane o at the soul. Theorem A is a
consequence of this discussion.

In section 5 we describe how to construct a metric on a vector bundle from the
data {gs, (-,-), V, Rp} prescribed in theorem C. Our construction yields a “warped
connection metric”, which means a metric formed from a connection metric by
altering the fiber metrics, in our case so that the curvatures of the fibers at the
zero-section are as prescribed by Rp.

In section 6 we prove Theorem C by constructing a warped connection metric
on a vector bundle so that the intrinsic metric on the boundary of a small ball
about the zero-section has positive curvature. Unfortunately, we do not know how
to verify that the warped connection metric itself has nonnegative curvature. But
in section 7 we at least show how to do this in the case of connection metrics, thus
proving Theorem B.

The author would like to thank Wolfgang Ziller and Burkhard Wilking for sharing
some insightful ideas which are incorporated into this paper.

2. BACKGROUND: THE METRIC NEAR THE SOUL

In this section, M will denote an open manifold with nonnegative curvature,
and ¥ C M will denote a soul of M in the sense of [4]. Let V denote the con-
nection in the normal bundle (X)) of ¥ in M, and let RV denote it’s curvature
tensor. Let R denote the curvature tensor of M, and denote (Ey, Es, E3, E4) =
R(El, EQ, Eg, E4) = <R(E1, EQ)Eg, E4>, and k(El, EQ) = (El, EQ, EQ, El) Define
Rs, and Rp (respectively ks and kr) as the restrictions of R (respectively k) to T'E
and v(X).

Our proof of Theorem A relies heavily on Perelman’s resolution of the soul
conjecture [12], which states:

Theorem 2.1 (Perelman).

(1) The metric projection m: M — X, which sends each point p € M to
the point w(p) € ¥ to which it is closest, is a well-defined Riemannian
submersion.
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(2) Foranype X, X € T,X, and V € vp(X), the surface (s,t) — exp(s-V (1))
(s,t € R,s > 0), where V(t) denotes the parallel transport of V along
the geodesic with initial tangent vector X, is a flat and totally geodesic
half plane (we will refer to these surfaces as “Perelman flats”).

One consequence of Perelman’s theorem is that mixed 2-planes at the soul are
flat:

Corollary 2.2. Let pe 3, X,Y € T,,X and U € v,(X). Then:
(1) R(X,U)U = R(U, X)X =0. In particular k(X,U) = 0.
(2) R(X,Y)U = 2R(X,U)Y.

Proof. Part 1 was originally proved by Cheeger and Gromoll [4, Theorem 3.1]. To-
day it is obvious from Perelman’s Theorem (at least it is obvious that k(X,U) = 0,
but on manifold of nonnegative curvature this implies that R(X,U)U = R(U, X)X).
Part 2 is found in [13]. It is a consequence of the Bianchi identity:

R(X,Y)U = R(X,U)Y — R(Y,U)X,
together with the vanishing of the mixed curvatures, which means that:
0=RX+Y,U0)(X+Y)=RX,U)Y+RY, U)X +0+0.
a

Although 7 has only been proven to be C? [8], it is clearly C* in a neighborhood
of ¥. We denote by A and T the fundamental tensors associated to , as defined
for example in [2, Chapter 9]. We collect in the following lemma some facts about
the A and T tensors at the soul. All but part 4 of this lemma are well-known.

Lemma 2.3. Let pe X, X|Y € T,X, and U, V, W € v, (%).
(1) AxY = AxU =0.
(2) TyX = TyV = 0.
(3) (DvA)xY = —LRY(X,Y)V and (DyA)xU = LRV (V,U)X.
(4) DwT)uV = (DwT)vX =0

Proof. Part 1 is obvious. For part 2, Ty X = 0 because the Perelman flat through
X and U is totally geodesic. Since (TyV,X) = —(TyX,V) = 0, it follows that
TyV =0 as well. Part 3 is an immediate consequence of [13, Proposition 1.7].

For part 4, first notice that (DwT)wX = 0 because the Perelman flat through
X and W is totally geodesic. Next, since

0=((DwT)wX,U) =—((DwT)wU, X) = —{((DwT)uW, X),
it follows that (DwT)yW = 0 as well. This is a special case of part 4. To get

the general case from this special case, we apply O’Neill’s formula [2, 9.28b] and
Corollary 2.2 as follows:

0= (X,W,W,U) = ~(DwT)uW,X) + (DuT)wW, X) = (DuT)wW, X).

It follows from this that (DyT)w W = 0. Since (DyT)w, Wa is symmetric in W
and Ws, it follows that DyT = 0. 0

A different, more illuminating proof of part 4 of Lemma 2.3 will appear later in
our proof of part 3 of Lemma 5.2.

The following formula for the curvature of an arbitrary 2-plane at the soul ap-
pears in [16, page 615]:
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Proposition 2.4 (Walschap). Let pe ¥, X, Y € T,X, and U,V € v,(X). Then:
EX+UY+V)=k(X,)Y)+kp(U,V)-3(X,Y,U,V)

Proposition 2.4 is proven by expanding the left side by linearity, and noticing
that many of the resulting terms vanish by Corollary 2.2 and the fact that the soul
is totally geodesic.

Corollary 2.5 (Walschap). For allpe X, X, Y € T,X, and U,V € v,(%):
9X,Y,U,V)? < 4ks(X,Y) - kp(U,V)
Proof. Fix X,Y € T,X and U,V € v,(X). By Proposition 2.4,
Es(X,Y)+ kp(U, V) =3(X,Y,U,V) > 0.

Of course this inequality must remain true for any rescallings, X, yY, uU, vV, of
the vectors (z,y,u,v € R). In other words, Q(zy, uv) > 0, where @ is the quadratic
form with matrix

Hence, @ is nonnegative definite and therefore has nonnegative determinate. O

3. THE SECOND DERIVATIVE OF THE T-TENSOR AT THE SOUL

The only new observation in the previous section was that the first derivative,
DT, of the T-tensor of m vanishes at points of 3. The main goal of this section
is to describe the second derivative, D?T. Since the T-tensor measures the failure
of the fibers to be mutually isometric, one might expect D?T at ¥ to measure the
failure of the fibers to look the same at the soul; in other words, the failure of
Rp (W1, Wo, W5, W4) to be constant on a path in ¥ along which the sections W;
of v(X) are parallel. This intuition is essentially right, although it is cleaner to
describe DT in terms of the symmetrization, RF, of Rp.

We therefore begin with a discussion of symmetrization. If V is a vector space
with orthonormal basis {ej,...,ex}, and R is a curvature tensor on V, then R :
S?V — S$2V commonly denotes the induces tensor on symmetric 2-forms, namely:

R, V)= Y R(e;,U,V,e;)-hlei,e).
1<i,j<k

It is also useful to define R(Wy, Wa, U, V) = R(h)(U, V), where h € S2V is:

he, f) = »

= 5 ({e. W) (£, Wa) + (e, Wa) (£, W1)).

In this way, we consider R to be a tensor of order 4 on V, which has the following
simple description:

o

1
R(W17 W2a U7 V) = §(R(le U7 ‘/7 WQ) + R(W27 Ua ‘/a Wl))

The following symmetries of R follow from the symmetries of R:

(3.1) R(Wy,Wa,U,V) = R(Wa, W1,U, V) = R(W1, W, V,U) = R(U, V, Wy, Wa);

o

ROW, W, W, U) = 0.
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We now give a useful description of R when V is the tangent space, T, M, of
a Riemannian manifold, and R is the curvature tensor given by the Riemannian
metric on M. First, for W,U,V € T, M, define:

(3.2) FW,U,V) = (dexpy U,dexpy V).

Lemma 3.1. R can be described in terms of F as follows:

FWy + sWa, U, V).

s=t=0

R(Wy, Wy, U, V) = — (3> &

e 2 ) dsdt

Proof. Let T (W1, Ws,U, V) denote the right side of the equation, which we wish

to prove equals f{(Wl,WQ, U,V). Since both T and R are symmetric in Wy, Ws

and also in U,V it suffices to prove that IO%(T/V,VKU, U) =YW, W,U,U) for all
W,U € T,M. 1t is straightforward to see that:

o

R(W,W,U,U) = R(W,U,U,W) = k(W,U).
It therefore remains to prove that:
YW, W,U,U) = —(2/3)k(W,U) for all vectors W, U.

In fact, since TY(W, W, W,U) = 0, it will suffice to verify this when W and U are
orthonormal, in which case k(W, U) is the sectional curvature of the 2-plane o which
they span.

Let S denote the surface in M obtained as the exponential image of 0. Write
the metric on S in polar coordinates:

ds? = dr® + f%(r,0)d6?,
where 6§ = 0 corresponds to the direction of W. Let v(r) = exp(rW) (in polar
coordinates, y(r) = (r,0)). Along v, f can be expressed as:

f(r,0) = r/F(rW,U,U).
The Gauss curvature of S at (r,0) equals _{J&;fgso), where f,.,. denotes the second

partial with respect to r. The result now follows by performing the differentiation
and taking the limit as r — 0. g

We return to our setup where M is an open manifold with nonnegative curvature,
¥ C M is a soul, and Ry is the vertical curvature tensor. Let f{F denote the fiber-
wise symmetrization of Rp as described above. When the vectors W; € v,(X) are
fixed, we can think of f{F(Wl, Wa, W3, Wy) as a real valued function on ¥ near p
(by parallel transporting the W; along geodesics in X from p). The following lemma
describes D?T in terms of the gradient of this real valued function.

Lemma 3.2. For all p e ¥ and W1, W5, U,V € 1,(2),
1 o
(DW1DW2T)UV = ggmd R(Wl, WQ, U, V)

Proof. We first establish a convention for lifting vectors. If X € T,,3, we denote by
X an extension of X to a basic vector field on M. Additionally, for U € vp(X), let U
be the extension U to a vertical vector field on M in a neighborhood of p constructed
as follows. First, extend U to a vector field along the fiber 77 (p) in a neighborhood
of p by defining, for each W € v,(X) with small norm, U|exp(W) = dexpy (U). Then
extend U to a section of v(X) near p by parallel transporting U along geodesics in
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Y from p. Finally, for each point ¢ € ¥ near p, we extend the vector field the fiber
77 (q) in the same way we extended it to 7= 1(p).
We begin by proving that for any X € T,X and U, V, W € v,(2) with |W| small:

S - 1
(3.3) (Ty X,U) (W) 2XF(W7 U,V),
where F' (which is defined in equation 3.2) is thought of as a real-valued function
on Y near p by parallel transporting W, U, V' along geodesics in 3 from p.

Notice that X and U commute simply because their preimages under dexp™ in
T(v(X)) commute (here expt : ¥(¥) — M denotes the normal exponential map).
So, letting p = exp(W), and using the standard coordinate-free expression for the
connection, we see that:

2<T\7XvU>I3 = 2<VVX, >]5
X(V,U);+V{U,X); —U(X,V)p
_<[X’U]7V>ﬁ_<[U7V]7X>ﬁ_<[XaV]70>ﬁ
= X(V,U); = XF(W,U,V)

This verifies equation 3.3. It follows easily that for any W,U,V € v,(X) with ||
small:

1
34 TyU = ——gradF(W,U,V
(3.9 0, = ~3EdFV.0.V)
Finally, we use equation 3.4 to Sotudy D?T. To prove the lemma, it will suffice
to verify that (D, T)yV = %gradR(VV,VV,U, V) for all U, V,W € v,(X), which is
done as follows. Let v(t) = exp(tW). Then:

Dw (DwTyV)

- (D TgV )y =00

(ToV)yit4r) — Tty V) — (TU(VWV))"/(t)>

r=0

grad F(tW, U, V)
t=0

(arad FEW. U, V) L D"
T = ———
—o g » Uy v(t) 2dt2

1 d?
= — Egrad <dt2

To justify the third equality above, notice that:

1 -
F(tW, T, V)> = Jerad RW. WU, V).

t=0

D

s Tvpyi)Vve = DOwDivwo)V +Tvwve,i)V + Tivwo) (VwV)

t=0

= 04+0+0=0
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4. A NECESSARY CONDITION FOR NONNEGATIVE CURVATURE ON VECTOR
BUNDLES

In this section we prove Theorem A by studying the derivatives of a function
which records the curvatures of a family of 2-planes. The family begins with a
mixed 2-plane at the soul and then drift so that the base point moves away from
the soul while simultaneously the 2-plane twists away from being a mixed 2-plane.

More precisely, the set up for this section is as follows. Let p € ¥, X, Y € T,
and W, V,U € v,(X). Let y(t) := exp(tW), and let X, Y;, U;, V; denote the parallel
transports of X,Y,U and V along ~(t). By Perelman’s Theorem, X; and Y; are
horizontal for all ¢ € [0,00). In other words, parallel translation along the radial
geodesic y preserves the horizontal space. It therefore must also preserve the vertical
space, so Uy and V; are vertical for all ¢ € [0, 00). Define:

(4.1) U(t) = Uxyuvw(t) = k(Xe + tU, 1Y + Vi)

which is the unnormalized sectional curvature of the 2-plane based at () spanned
by X; 4 tU; and tY; + V;. The special case of this construction when U =Y =0
was studied by Marenich in [11]. Notice that ¥(0) = k(X, V) = 0 by Corollary 2.2.
The goal of this section is to derive formulas for ¥'(0) and ¥”(0). Towards this
end, we write:

(42) \Il(t) - (Xt7 ‘/ta ‘/;faXt) +t : {2(Xt7}/;57%7Xt) + Z(Xta ‘/t»‘/tv Ut)}
+t2 : {(Xt7Y:f7§/%7Xt) + (Ut7‘/;57‘/%7 Ut) + 2(Xt;1/t7‘/;57 Ut) + 2(Xt7 ‘/t;}/;HUt)}
+t3 : {2(Ut7}/t7‘/ta Ut) + 2<Xt7}/t)}/t,Ut)} + t4 . (Ut7Y;f)}/t>Ut)

Proposition 4.1. ¥/(0) =0

Proof. Since M has nonnegative curvature, ¥/(0) > 0. But if it were the case that
T’(0) > 0, then replacing W with —W would yield ¥'(0) < 0. Hence ¥’(0) = 0.

In order that our proof generalizes properly in the next section, we also compute
¥’(0) directly. From equation 4.2:

d
\I//(O)ZQ(X,KMX)+2(X,KKU)+a (Xt7‘/ta‘/taXt)a
=0

but (X,Y,V,X) = 0 because the soul is totally geodesic, and (X,V,V,U) = 0 by
Corollary 2.2. We use O’Neill’s formula [2, Theorem 9.28¢] to study the third term
([2] uses a different curvature sign convention):

d
a t:O(Xta‘/h‘/tht)
d
= 5| UOxDvVe Xo) = (Tv, X0, Ty, Xo) + (Ax, Vi, Ax, Va)}
t=0
d
= —| ((Dx,T)vVi, Xe) —0+0
dt +=0
D
= <a((DxtT)VtVt),X> = ((DwDxT)vV,X) = (DxDwT)vV,X) =0.

(]
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Proposition 4.2.
T'(0) = 2ks(X,Y)+2kp(U,V)—6(RY(X,Y)U,V)+ (1/2)|RY (W, V)X |?
—2(DxRY)(X, Y)W, V) + (1/3)hessy,.qwv)(X)
+(4/3)Dx R(W,U,V, V) — (4/3) Dx R(W,V,U, V)
Proof. From equation 4.2,
v0) = XYY, X)+ (U, V,V,U)+2(X,Y,V,U) +2(X,V,Y,U)}
d

+2& {Q(Xtai/h‘/;hXt)+2(Xt7‘/tu‘/;,7Ut)}
t=0

2
pre] tZO(Xt,Vt,Vt,Xt)-
The top line of this expression can be simplified using part 2 of Corollary 2.2:
(X, X))+ (U, V,V,U)+2(X,Y,V,U) +2(X,V,Y,U)
= ke(X,Y)+kp(U,V)-3(X,Y,U,V)
Next, from one of O’Neill’s formulas ([2, 9.28¢]):

+

d
a tZO(Xme'ta‘/hXt)
d
= % U(Dx, A)x,Ye, Vi) + 2(Ax, Y3, Ty, Xy) }
t=0
d D
= % <(DXtA)Xf,Yt7Vt>:<a((DXtA)Xf,Yt)7V>
t=0

= (DwDxA)xY,V)={((DxDwA)xY,V)

_ —%((DXRV)(X,Y)W V)

We apply another of O’Neill’s formulas ([2, 9.28b]) to simplify the next term:

d
. (Xt7‘/%7‘/;57Ut)
dt =0
d
= % UDv, 1), Vi, Xi) — (Do, T)v, Vi, Xo) }
t=0
= —((DwDyT)uV,X) +(DwDuT)vV,X)
—(1/3)(grad R(W, V, U, V), X) + (1/3)(grad R(W, U, V, V'), X)
= —(1/3)DxR(W,V,U,V) + (1/3)DxR(W,U,V, V)
Finally,
d2
— (X4, Vi, Vi, Xy)
12 . ty Vi, Vi, X¢
d2
= F {<(DXtT)Vt‘/t’Xt> - <TVtXtaTVtXt> + <AXt‘/t7AX,,‘/t>}
t=0

= ((D{yDxT)vV,X) = 2((DwT)v X, (DwT)y X)
+2((DwA)xV, (DwA)xV)

1
= ((DxD%T)yV,X)—0+ 5\RV(W, V)X |2
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Theorem A is an immediate corollary of Proposition 4.2, as we now show:

Proof of Theorem A. Let p e ¥, X, Y € T,X and U, V,W € v,(¥). Since M has
nonnegative curvature, ¥y v-w (¢) > 0. In particular, this is true when U = 0,
which implies that the following expression is nonnegative:

2ks(X,Y) + (1/2)|[RY (W, V)X|* = 2((Dx RV )(X, Y)W, V) + (1/3)hessy . ow,v (X).

Of course the same remains true for any rescallings, =X, yY, wW, vV, of the
vectors (z,y,w,v € R). In other words, Q(zy, xwv) > 0, where @Q is the quadratic
form with matrix:

_ 2ks(X,Y) (DxRY)(X, Y)W, V)

©= <<(DXRV)(X, VYW, V) (1/2)|RY(W,V)X|* + (1/3)heSSkF(W,V)(X)>
Hence, () is nonnegative definite, and it’s determinate is therefore nonnegative.
This implies that:

(DxRY)(X, Y)W, V)* < (IRY(W,V)X|* + (2/3)hessy.,. 1) (X)) - ks(X,Y).

|
We end by mentioning a more general possible definition of ¥, namely,
(4.3) V(1) = Uy oypyow(t) = k(Xe + X, + U, 1Y, + V, + V).
. o . / _
Altl;ough this seems rf}ore general, it is easy to see that _\IIX_XY?V\?W(O) = (’)7
and W5 o o0 (0) = Wy 1y (0). In other words, our derivative formulas don’t

notice the added generality.

5. WARPED CONNECTION METRICS

In this section we define and study a class of metrics on vector bundles called
“warped connection metrics”, which are more general than connection metrics.

Given a connection metric gz on the total space E of a vector bundle, R¥ —
E 5 %, we write

TE=HaeVér

for the orthogonal decomposition of the tangent bundle of E, where H is the distri-
bution determined by V, r is the span of gradient of the distance to the zero-section
(r is 1 dimensional on E — ¥ and k dimensional on ¥), and V describes the space
of vectors tangent to the fibers of # and orthogonal to r. We make the following
definition:

Definition 5.1. A warped connection metric gz on a vector bundle R¥ — E 5 ¥ is
any smooth metric obtained by starting with a connection metric and then altering
the metric arbitrarily on V.

For a warped connection metric, is is easy to see that m is still a Riemannian
submersion and exp : ¥(X) — E is still a diffeomorphism. Also, the zero-section,
¥, is totally geodesic, and both statements of Perelman’s theorem (Theorem 2.1)
are valid. We consider the following structures on (FE, gg), all defined analogous
to the way they were defined for nonnegatively curved metrics: gy, ks, V, RV, F,
Rp, kp, f{p, A, T, and ¥. For example, F' (which we call the warping function) is
defined by the equation:

(5.1) F,(W,U,V) = (dexpy, U,dexpy, V) for p € ¥ and W, U,V € E,,.
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Notice that the vectors dexpy, U and dexpy, V' are both tangent to the fibers
of m; hence, F' records the metrics of the fibers. F' is a smooth function from
{(p, W,U,V) | p € Land W,U,V € 1,(X)} to R, and F has the following proper-
ties:

) F(W,-,-) is a symmetric positive-definite bilinear form for each .
) (WWU) FO,W,U) = (W,U)
3) 3 |t oF(tW, U, V) =0

(4) dsdt|s t— OF(tW1 + sWo, U, V) dsdt|3 tzoF(tU—f—SV, W17W2).

Perelman’s Theorem implies that any complete metric of nonnegative curvature
on a vector bundle agrees with a warped connection metric inside of the cut-locus of
the soul (this is because, if the normal bundle, v(X), of the soul ¥ in M is endowed
with its natural connection metric, then exp : v(X) — M preserves horizontal
and vertical spaces, and is an isometry on H and r). Guijarro proved in [7] that
a metric of nonnegative curvature on a vector bundle can always be altered so
that exp : ¥(¥) — M becomes a diffeomorphism; this altered metric is a warped
connection metric. So, the class of warped connection metrics is general enough to
resolve Cheeger and Gromoll’s question; that is, if a vector bundle admits a metric
of nonnegative curvature, then it admits a warped connection metric of nonnegative
curvature. On the other hand, the class of warped connection metrics is fairly rigid.
The next lemma says that warped connection metrics share much of the important
structure of nonnegatively curved metrics:

(1
(2
(

Lemma 5.2. For a warped connection metric gg on the total space E of a

vector bundle R* — E 5 %, the following are true for allp € 3, X, X,Y € 2

and W, Wy, W, U,V,V € Ej:

1) A, =0 and T, =0.

) (DyA)xY = —3RY(X,Y)V and (DyA)xU = §RY (VU)X

) DT, =0 and (Dw, Dw,T)uV = LgradR(Wi, Wa,U, V).

) RIX, V)V =R(V,X)X =0 and R(X,Y)U =2R(X,U)Y.

) (X 4+U,Y+V)=ks(X,Y)+kr(U,V)-3(X,Y,U, V).

; i;’fYUVWE((g \II\%I(HXYUVVW((()()))_ 0. ‘ ‘ ,
Yuvw A S——— is given by the equation of Proposi-

tion 4.2.
(8) The boundary of a sufficiently small ball about ¥ is convex.

Proof. This lemma essentially follows from previous arguments, but one alteration
is needed. For nonnegatively curved metrics, the fact that k(X, V) = 0 implies that
R(X,V)V = R(V, X)X = 0, which in turn was used to prove that DT, = 0. For
general warped connection metrics, k(X, V) = 0, but this does not automatically
imply that R(X,V)V = R(V,X)X = 0. We must prove things in a different
order. First we show that DT, = 0. Using O’Neill’s formula, this then implies that
R(X, V)V =R(V, X)X =0.
To show that DT}, = 0, let v(t) = exp®(tW). Then:

D — 1D -
DwIvV = 4| (ToV)w = 54| (radF(EW, U, V)
t=0 t=0
1D 1 d
- = AF(tW,U,V) = —=grad  ~| F@EW,U,V)) =0
2dt t:ogra W.0.V) 2gra (dt t=0 w0 )>
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Part 8 was proven for nonnegatively curved metrics by Guijarro and Walschap
in [9], and their proof remains valid for general warped connection metrics. (Il

Just as a connection metric on a vector bundle is prescribed by a Euclidean
structure, a connection, a metric on the base space, and a rotationally-symmetric
metric on R¥, a warped connection metric can also be prescribed by a structures on
the bundle. Suppose that R — E 5 ¥ is a vector bundle. Let gs; be a metric on
Y. Let F be any smooth function from {(p, W,U,V) | p € ¥ and W,U,V € v,(X)}
to R which has the following two properties:

(1) F,(W,-,-) is a symmetric positive-definite bilinear form for each p € ¥ and
each W € E,.
(2) Fp,(W,W,U) = F,(0,W,U) for each p € ¥ and each W,U € E,,.
We call F' a “warping function”. The following properties follow from the above
two:
3. LimoF(EW,U,V) =0
4. L) LG F(tW + sWo, U, V) = | G F(tU + sV, Wy, Wa).
To see this, notice that by property 1, F' induces a smooth metric on each fiber £,
as follows: (U, V) = F,(W,U,V), where U,V € TwE,, and Tw E,, is identified with
E, in the obvious manner. By property 2, the identity map from E, to E, is the
exponential map with respect to this metric. Properties 3 and 4 are now familiar
facts about metrics in polar coordinates.

F' determines a Euclidean structure on the bundle as follows: (-,-) = F(0,-,-).
Suppose that V is a connection compatible with this Euclidean structure. Then
there exists a unique warped connection metric gy on E for which 7 : (E,gg) —
(3, gx) is a Riemannian submersion with horizontal distribution determined by V
and with fiber metrics determined by F' as described above, so that F(W,U,V) =
(dexpy U,dexpy, V) for all p € ¥ and all W,U,V € E,. To construct gg, begin
with the connection metric with flat fibers determined by gs, (-, -), and V, and then
alter the fiber metrics according to F'. We call gg “the warped connection metric
on E determined by the data {gs,V, F}”.

The warping function F' can itself be prescribed in terms of more basic structures.
More precisely, suppose that (-,-) is a Euclidean structure on a vector bundle, and
Rp is a vertical curvature tensor on the vector bundle. Let f{p be the fiber-wise
symmetrization of Rp, as described in section 3. Define:

1o

It is easy to verify that F' is smooth and has properties 1 and 2 above. We call the
resulting metric gg, “the warped connection metric on E determined by the data
{g9%,(:,*), V, Rp}”, even though, gg is a non-degenerate metric only in a neighbor-
hood of the zero-section, and not necessarily on all of F.

If Rl» (and R;;) denote the vertical curvature tensor (and its symmetrization)
associated with this warped connection metric, it is clear from Lemma 3.1 that
Rl = Rp. It follows that Rp(W,V,V,W) = Ryu(W,V,V,W) for all p € ¥ and
all W,V e E,. If Rp satisfies the Bianchi identity (which we need not assume
for the previous discussion), then this implies that Rp = R%. In other words, we
succeeded in prescribing the fiber metric so that at the zero-section its curvature
tensor is Rp.
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6. PROOF OF THEOREM C

Proof of Theorem C. Suppose that R¥ — E 5 ¥ is a vector bundle over ¥ which
admits the structures {gsx,(,-),V,Rr} so that the inequality of Theorem C is
satisfied. We wish to choose a warped connection metric gg on E such that a
small sphere about Y has positive curvature. An obvious first try is the warped
connection metric determined by the data {gx, (:,), V, Rrp}. However, this turns
out not to work. The problem is that, since only the hessian of Rp appears in the
inequality of Theorem C, this choice would provide no control over how large the
vertical sectional curvatures at the zero-section are. For example, in the connection
metric case, the inequality is satisfied for Rr = 0, but using flat fibers is clearly a
poor choice.

We therefore modify Rpr to boost the sectional curvatures of vertical 2-planes at
the zero section. When C' is a real number, let Rc denote the vertical curvature
tensor on the vector bundle which satisfies:

Re(W,U,UW)=C-|W AU|? for all p € %, and WU € E,,.

In other words, for each p € 3, (R¢), is the curvature tensor corresponding to a
point with constant sectional curvature C. Let gg be the warped connection metric
on E which is determined by the data {gs, (-,-), V, R%}, where R = Rc + Rp.

We denote by f{p and R; the symmetrizations of Rp and R%. We denote by
kp and k} the unnormalized sectional curvatures of Rp and R}. Notice that

hessk%(w’v) = hesskF(W’V).
We will prove that for sufficiently large C, the boundary of a sufficiently small
ball about the zero-section of (F, gg) has positive curvature.

Claim 1. C can be chosen sufficiently large so that the curvature of every 2-plane
at every point of the zero-section ¥ of (E, gg) is positive, except for the mixed
2-planes, whose curvatures are zero.

Proof of Claim 1. By part 5 of Lemma 5.2 and the proof of Corollary 2.5, this
claim follows from the fact that C' can easily be chosen so that

9(X,Y,U, V)2 < ks (X,Y) - KU, V),
with equality only when X AY =0or UAV = 0. O
Claim 2. C' can be chosen so that if p € ¥, X,Y € T,X and U,V,W € E, are
vectors for which | X| = |V| =1, (W,U) =0 and (W, V) =0, then
Xyuvw (0) > 0.

Proof of Claim 2. By the hypothesis of Theorem C and a compactness argument,
there exist ¢ > 0 depending only on {gs, (-,-), V, Rr} so that:
(6.1)  (DxEY)(X,Y)W,V)?

< (1= ORT (W.V)X P + (2/3)hessipw (X)) - ks (X, V)
for all orthonormal vectors {X,Y,W,V} with X,Y € T, and W,V € E,. But
since equation 6.1 is invariant under rescallings of the vectors, projection of Y

perpendicular to X, and projection of V' perpendicular to W, this inequality is in
fact valid for all (not necessarily orthonormal) vector {X,Y, W, V}.
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By the argument of our proof of Theorem A, equation 6.1 implies that the
following is true for all X,Y € T,X and W,V € E,:
(6.2) 2(1 — e)ks(X,Y) + (1/2)|RYV (W, V) X|?
—2(DxRY)(X, Y)W, V) + (1/3)hessy w1 (X) = 0.

Now, part 7 of Lemma 5.2 says that ¥”(0) is given by the formula of Proposition 4.2,
which we can re-write as follows:

(6.3)  W(0) = 2(1-e)ks(X,Y)+(1/2)|RY(W,V)X|?
—2((DxRY)(X,Y)W, V) + (1/3)hess. w,v(X)
+2eks (X,Y) + 2kp(U, V) — 6(RY (X, Y)U, V)
+(4/3) DxRp(W, U, V,V) — (4/3) DxRpn(W, V, U, V)

Now let X,Y € T,X and U,V,W € E, be vectors for which |X| = |[V| = 1,
(W,V) = 0 and (W,U) = 0. Also assume that |[W| = 1. We must prove that
U"7(0) = Y%y yvw (0) > 0. Equation 6.2 says that the top two lines of equation 6.3
are nonnegative. Further, the hypothesis of Theorem C together with a compactness
argument gives that:

(1/2)|RY (W, V)X|* + (1/3)hessy,. w,v)(X) > 6 > 0,
for some 6 > 0 depending only on {gs, (,:), V,Rr}. It follows that there exist
constants d1,d2 > 0 such that if |Y| < é;, then the sum of the terms on the first
two lines of equation 6.3 is > Js.
Let H denote the sum of the terms of the last two lines of equation 6.3. It will

suffice to choose C' sufficiently large that:

(1) if |Y| < 671 then H + 62 > 0, and

(2) if [Y]| > & then H > 0.

But notice that DXf{/F = DXf{F, and that
kp(U,V) = Rp(U,U,V,V) = Rp(U,U,V,V) + C|U A V|2,

From this it is straightforward to choose C' large enough that the above two condi-
tions are met. This completes the proof of claim 2 under the added hypothesis that
[W| = 1. But by equation 6.3, it is clear that W% .y ;7 v.aw (0) = a*¥% 3 7y (0),
which allows us to drop the assumption that |W| = 1. O

We prove now that, if C' is chosen as large as required for claims 1 and 2, then
the boundary of a sufficiently small ball about ¥ in (E, gg) has positive extrinsic
curvature. By part 8 of Lemma 5.2, it must then have positive intrinsic curvature
as well.

It is useful to consider the following manifold:

Q={({p, X, YU V,W)|pe s X)Y €T, UV, WeE,}
Define f : Q — R as follows:
[0, X, Y, U V,W)=k(X+U,Y +V),

where {X,Y,U,V} are the lifts of {X,Y,U,V} to TwE (via parallel transla-
tion along W). Notice that f has value zero on the compact submanifold N =
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{(p,X,0,0,V,0) € ] |X| = |V] = 1}. By part 6 of Lemma 5.2, N is a critical
submanifold of f.
Next consider the following subset of Q:

Q. ={(p,X,Y,UV,W) € Q| |W|<e, (W,U) =0 and (W,V) = 0}.

Notice that NV C Q.. Even though {2, is not a smooth submanifold of €2, we can still
make the following definition. Let T denote the collection of all vectors tangent to
Q at points of N which are also “tangent to” .. In other words, for n € N and
J € T,Q, J €T if and only if there exists a path v in Q with 7/(0) = J such that
~([0,48]) C T for some & > 0.

By Claim 2, the Hessian of f at each point of N is positive-definite in the
directions of T. That is, for all J € T, hess;(J) > 0. Since the collection of unit-
directions in 7T is compact, it follows that there is a neighborhood of N in €, on
which f is strictly positive (except on N itself, where f is zero).

Therefore, in the Grassmannian of 2-planes on M, there is a neighborhood of
each mixed 2-plane at each point of the soul in which the curvature of every 2-
plane tangent to a distance sphere about the soul is positive. But by Claim 1,
every non-mixed 2-plane at the soul has positive curvature, and therefore also has
such a neighborhood. This proves that small distance spheres about ¥ in (E, gg)
have strictly positive curvature, which completes the proof. O

7. PROOF OF THEOREM B

In this section, we prove Theorem B. As we mentioned in the introduction,
Strake and Walschap showed by explicit computation that, for a connection metric
gE of nonnegative curvature on the total space E of a vector bundle R* — E 5 ¥,
inequality 1.2 from our introduction is satisfied. Therefore, the weaker inequality 1.1
is satisfied as well. Their argument uses only the nonnegativity of 2-planes of the
form span{X + V,Y}. These 2-planes are tangent to distance spheres about ¥
in F. Also, their argument provides strict inequality when these 2-planes have
strictly positive curvature. By the Gauss equation, the intrinsic curvature of such a
2-planes (in the induced metric on the distance sphere) equals its extrinsic curvature
in (E, gg). Consequently, if some distance sphere about ¥ in E has strictly positive
curvature in the induced metric, then the inequality of Theorem B must be satisfied.

This proves one direction of part 1 of Theorem B. The second direction of part
1, as well as part 2, are proven next. We begin with a lemma.

Lemma 7.1. If a vector bundle R* — E 5 ¥ admits a warped connection
metric gg which is nonnegatively curved in a neighborhood of the zero-section
Y, then it admits a complete metric g which has nonnegative curvature
everywhere. If gg is a connection metric, then gy can be chosen to be a
connection metric as well.

Proof. It follows from part 8 of Lemma 5.2 that the main construction of [7] can
be used to modify the metric gg into a complete metric ¢ with everywhere non-
negative curvature (alternately, use the main construction of [10], on which [7] is
based). O

Proof of Theorem B. Let R* — E 5 ¥ be a vector bundle with the structures
{gs, {-,+), V} satisfying the inequality of Theorem B. Let gr denote a connection
metric on F determined by this data, whose fiber metric is chosen so that the
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curvature of every vertical 2-plane at every point of the zero-section X equals C'
(for example, Walschap and Strake used the fiber metric dr? + G?(r)do?, where

G?(r) = Sj’%) We wish to prove that for large enough C, a neighborhood of X
in (F,gg) must have nonnegative curvature. Together with the Lemma, this will
complete the proof.

Let p € 3, and let W € E, be a vector with small norm. Let X,Y € T,,% and
UV e E, with | X| =[Y| =|U|=|V] =1, (W,U) =0 and (W,V) = 0. Let
X,Y,U,V denote lifts of X,Y,U,V to Ty E (via parallel transport along W). Let
Or € TwE denote the “radial vector”, by which we mean the unit-length vector
pointing directly away from .. Let o, 3,7, §, ¢, n be positive real numbers. We need
to insure that k(aX + 30, +vV,80, + ¢Y +nU) > 0. Much of the work of this

calculation was done by Walschap and Strake in [14]. As they showed,
k(aX + B0, +~V,80, + CY +nU)
= k(aX +19V,CY +9U) — ek(aX,CY) + Qs(ad, 74, Bn),

where Q3 is the quadratic form with matrix:

{k(X7Y)7 %(X7Yaaja‘7) 7%( 7l aaTlU)
%(X7Y767‘7‘/) k(arvv)7 (arava [aU
7%(X7Y787“3U) (aTaVaaTaU) (aTaU)

It follows from Walschap and Strake’s work that for any value of € > 0, the
constant C' can be chosen so that ()3 is nonnegative definite. It therefore remains
to prove that e can be chosen small enough to insure that

k(aX ++V,CY +nU) — ek(aX,(Y) > 0.

We will modify the argument in Theorem C by which we proved that small distance
spheres are positively curved to get this little bit more which is required.

We can use the value of € from equation 6.2, which simplifies in the connection
metric case to:

2(1 — €)ks(X,Y) + (1/2)|RY (W, V) X|* — 2((Dx RY)(X, Y)W, V) > 0.
Modify the proof of Theorem C by defining f : 2 — R as follows:
fo, X,V U VW) =k(X +U,Y +V) —ek(X,Y).

It is still easy to see that N is a critical submanifold of f, and that the hessian of
f is positive definite in directions of T'. The proves that, in the Grassmannian of
2-planes on M, there is a neighborhood of each mixed 2-plane at each point of ¥ on
which the sectional curvature function is nonnegative. Since non-mixed 2-planes at
points of 3 also have such neighborhoods, this proves that a neighborhood of ¥ in
(E, gr) has nonnegative curvature, which completes the proof. |

REFERENCES

1. I. Belgradek and V. Kapovich, Topological obstructions to nonnegative curvature, preprint

2. A. Besse, Einstein manifolds, Springer-Verlag, 1987.

3. L.M. Chaves, A. Derdzinski and A. Rigas, A condition for positivity of curvature, Bo. Soc.
Bras. Math. 23 (1992), Ns. 1-2, 153-165.

4. J. Cheeger and D. Gromoll, On the structure of compete open manifolds of nonnegative cur-
vature, Ann. of Math. 96 (1972), 413-443.

5. A. Derdzinski and A. Rigas, Unflat connections in 3-sphere bundles over S*, Trans. Amer.
Math. Soc., 256, no. 2 (1981), 485-493.

6. K. Grove and W. Ziller, Curvature and symmetry of Milnor spheres, preprint.



CONDITIONS FOR NONNEGATIVE CURVATURE 19

7. L. Guijarro, Improving the metric in an open manifold with nonnegative curvature, Proc. Amer.
Math. Soc. 126, No. 5 (1998), 1541-1545.

8. L. Guijarro, On the metric structure of open manifolds with nonnegative curvature, preprint.

9. L. Guijarro and G. Walschap, The metric projection onto the soul, Tans. Amer. Math. Soc.
(to appear).

10. S. Kronwith, Convex manifolds of nonnegative curvature, J. Diff. Geom. 14 (1979), 621-628.

11. V. Marenich, The holonomy in open manifolds of nonnegative curvature, Michigan Math. J.
43 (1996), 263-271.

12. G. Perelman, Proof of the soul conjecture of Cheeger and Gromoll, J. Differential Geom. 40
(1994), 209-212.

13. M. Strake and G. Walschap, X-flat manifolds and Riemannian submersions, Manuscripta
Math. 64 (1989), 213-226.

14. M. Strake and G. Walschap, Connection metrics of nonnegative curvature on vector bundles,
Manuscripta Math. 66 (1990), 309-318.

15. K. Tapp, Finiteness theorems for bundles, preprint.

16. G. Walschap, Soul-preserving submersions, Michigan Math. J. 41 (1994), 609-617.

17. G. Walschap and M. ézaydin, Vector bundles with no soul, Proc. Amer. Math. Soc. 120
(1994), no. 2, 565-567.

18. A. Weinstein, Fat bundles and symplectic manifolds, Advances in Math., textbf37 (1980),
239-250

19. D. Yang, On complete metrics of nonnegative curvature on 2-plane bundles, Pacific J. of
Math., Vol. 171, No. 2, 1995.

20. W. Ziller, Fatness revisited, lecture notes.

DEPARTMENT OF MATHEMATICS, SUNY AT STONY BROOK, STONY BROOK, NY 11794-3651
E-mail address: ktapp@math.sunysb.edu



