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Problem Set 4

4.1 Find the inverse of e (mod m) in each of the following.
(a) e=5, m =69
(b) e=5,m=31
(c)e=5,m=44

4.2 Find all values of x € Z7; satisfying z'3 = 3.
4.3 Problem 7.11 in Paar-Pelzl.

4.4 In class I discussed the Prime Number Theorem, which asserts that
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where log is the natural logarithm.

(a) Prove that
Todt x

5 logt - log

[Hint: Integrate by parts, or use L’Hopital’s rule: If f(x) and g(x) both tend to co or both tend towards 0, then
T f(z)/g(x) = lim '(@)/g/(2).]

(b) Assuming the validity of the Prime Number Theorem, prove that for every sufficiently large value of z,
there is a prime between x and 2x. This statement is known as Chebyshev’s Theorem. [Hint: It may be helpful

to rewrite f(x) ~ g(x) in the form f(z) = (1 + 0(1))9(:5), Of course, if you use this, you should be able to
prove it!]

(c¢) Again assuming the validity of the Prime Number Theorem, roughly how many primes would you expect
between 1,000,000 and 2,000,000? How many primes would you expect between 10'%° and 2 x 10190?

(d) One way to loosely interpret the Prime Number Theorem is that the probability that a large randomly

selected integer n is prime, is roughly loén. If you wished to determine a 100-digit prime, how many numbers

would you expect to test before finding a prime?
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4.5 In this problem you will prove that Z —, running over all primes p, diverges. You may not assume the

P
Prime Number Theorem in this question. However, you may use the following helpful fact: if -1 < = < 1,

then

(%) Zx”zlix

n=0

p
where n runs over all positive integers up to x. [Hint: Use (*).]
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(a) Let F(z) = H (1 - ) , where the product runs over all primes p < x. Prove that F(z) > Z

p<z



(b) Prove that —log(1 — z) = 2 + O(2%) whenever z < 3.

(c) Prove that log F'(z) = Z ! + O(Z 12), where F'(z) is defined in part (a). [Hint: Use part (b)!]

p<z p<z

(d) Prove that Z % =0(1).

p<z

1
(e) Prove that E — diverges.
p
p



