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Problem Set 2

2.1 Is the fraction 110257
110385 reduced? Justify your answer (without using calculators, computers, etc.).

2.2 ‘Real-world applications of number theory’

(a) Use the Euclidean algorithm to determine gcd(50, 37).

(b) Find x, y ∈ Z such that 37x+ 50y = 1.

(c) A farmer buys a bunch of cows and pigs (at least one of each). Cows cost $50 each, and pigs cost $37
each. If he spends $3000 altogether, how many of each did he buy? You may use a calculator for basic
arithmetic, but do not write any programs or draw any graphs. [Hint: see problem 1.6.]

2.3 Use the Euclidean algorithm to determine gcd(2709, 5518).

2.4 Given positive integers a and b with a > b, set r0 = b, and let r1, r2, ..., rk be the set of all nonzero
remainders outputted by the Euclidean algorithm. Recall that the Euclidean algorithm asserts that
rk = gcd(a, b).

(a) Prove that rj+2 <
1
2rj for all j ≥ 0.

(b) Conclude that the Euclidean algorithm terminates after at most 2 log2 b steps, where log2 denotes the
logarithm base 2.

2.5 In class we discussed Euclid’s proof that there are infinitely many primes. The purpose of this problem
is to give a different proof, which was apparently discovered only a few years ago by F. Saidak.

(a) Let n > 1 be an integer. Show that n and n+ 1 are coprime.

(b) Show that n(n+ 1) + 1 is relatively prime to each of n and n+ 1.

(c) Construct a number that is relatively prime to n, n+ 1, and n(n+ 1) + 1.

(d) Use the above to prove that there are infinitely many prime numbers.

2.6 In this problem, you will prove the infinitude of primes in yet another way. Consider the sets

An = {1 + k(n!) : 1 ≤ k ≤ n},

where the parameter k is assumed to be an integer.

(a) Show that any two distinct elements of An are relatively prime. [Hint: two numbers are not relatively
prime iff they have a common prime divisor.]

(b) Use this to give another proof that there are infinitely many primes.

2.7 In class we gave four proofs that
√

2 is irrational. Recall that S := {n ≥ 1 : n
√

2 ∈ Z}.
(a) Prove that if b ∈ S then b(

√
2− 1) ∈ S. (Recall that this was at the heart of Proof 2 from class.)

(b) Adapt the method from Proof 4 to prove that for any integer n ≥ 1 we either have
√
n ∈ Z or

√
n 6∈ Q.

(c) Suppose a, b ∈ Z, and let α be a solution to the equation x2 + ax + b = 0. Adapt the method from
Proof 3 to prove that α must be either an integer or irrational.

2.8 Suppose n ≥ 1 is a positive integer. Prove that log x ≤ x1/n for all x ≥ n2n.
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