# REAL ANALYSIS: LECTURE 1 

SEPTEMBER 7TH, 2023

## 1. Preliminaries

We began class with Leo (or Professor Goldmakher, but definitely not just the single word "professor"!) introducing himself and the course. Completely in awe of the teaching going on, Justin (me) totally forgot to take notes for a few minutes. However, I quickly snapped back to reality with the first question of Math 350Real Analysis: what is real analysis?

Well, in real analysis, we'll think very carefully about everything we've ever taken for granted. For example,
(i) Why is $-1 \cdot-1=1$ ?
(ii) Why is $1>0$ ?

But at its core, real analysis has to do with real numbers, which nicely leads us to the first of many "why" questions:

## 2. What is a Real Number?

Miles kicks things off by suggesting that a real number is any positive or negative decimal. Forrest goes for another approach: a real number is a collection of entities obeying a certain set of axioms. Gabe counters Miles, unsure of what we mean by "decimal". Rather, he believes real numbers are simply numbers between negative infinity $(\infty)$ and positive infinity. Sarah decides to go with the simple concept of a line: a real number is a number where you can have a line and point "it's over here somewhere".

Miles takes an even further step back. What is a number? What is "between"? Indeed, this seems to endow some sense of order (what does it mean for $1>0$ ?). Instead, he prefers the use of decimals and constructing them through natural numbers. Leo fought back by questioning some of these terms, but Miles had some answers that we'll learn more about soon...

Well, it turns out that the general approach we will take is to define real numbers by formulating a set of rules. But before we dive in that, let's try an even simpler problem: what is $\sqrt{2}$ ?

### 2.1. What is $\sqrt{2}$ ?

Jenna suggested that $\sqrt{2}$ is something that solves the equation $x^{2}=2$, but quickly revamped to restrict to only positive solutions (what even is positive?). However, even with this restriction we don't know what it means to square something! Nalin suggested a geometric approach: $\sqrt{2}$ is the length of the diagonal of a unit square (square with length 1). This quickly spiraled into a weird fact about length: every line segment (fine not the trivial one point line segment) contains infinite points, so how can one line segment be longer than others??

Leo then makes another interesting point:
we are thinking about what $\sqrt{2}$ does, not what it is!
This seems a bit strange, but is it really? Consider the following question: what is an elephant? This has actually been an open question for centuries until today when Lexi solved it in one go: an elephant is a large, heavy mammal with 4 legs, a pair of tusks, and a trunk.

Interestingly, we are again defining something by the properties it has. If we remove more and more of these properties, more and more things fit the conditions. For example, it's certainly not a sufficient definition to say that an elephant is defined to be a mammal. On the flip side, if we keep adding more and more conditions, we will eventually state sufficiently many properties such that we uniquely define the thing itself.

It turns out this concept is the essence of what Forrest said earlier on, and it leads us to a major goal:
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## Can we come up with enough properties of real numbers such that we eventually uniquely specify the set of real numbers?

In fact, it turns out we can, and that there are only 13 axioms (properties) that we need to define.
So, where do we begin? Well, with our intuition. Sure, we might not know exactly what $\sqrt{2}$ is, but intuitively we do. Thus, the axioms we develop should not only adhere to our intuition, but should even be inspired by them.
Another natural question is why? If we already know these things are intuitively true, why go through the trouble. Well, in the beginning, it may seem that there's not too much use: we'll prove some obvious statements that we all know should be true. However, we'll soon realize that this solid ground that we are building up can very quickly lead to incredible, completely non-obvious statements!
So, if we're going to put everything on rigorous footing, we need to start with the basics:

### 2.2. What is a Set?

Blakeley says that a set is a collection of elements. Of course, we soon get into this endless cycle of "what is a collection? what is an element? etc.". In other words, if we never assume anything, we can never go anywhere! For our class, we assume the definition of a set. So, for us, a set will simply be a collection of elements. This naïve interpretation is aptly named as naïve set theory. As we'll see in the problem set, this can lead to problems if we're not careful; set theory is a beautiful subject that gives a rigorous definition of set that avoids potential issues.
The naïve definition of set will be our only assumption, however! This means that, for right now, we only know that a set is a collection of elements, and we'll build everything up from there. We should also agree on a couple of conventions:
(i) Sets are unordered, i.e. $\{1,2\}=\{2,1\}$
(ii) Sets avoid/ignore repetition, i.e. $\{1,1\}=\{1\}$

Story Time. Landau taught a famous course on analysis in Göttingen, and began by saying: "Bitte vergi $\beta$ alles was Du auf der Schule gelernt hast; denn Du hast es nicht gelernt." Janne helpfully translated: Please forget everything you learned in school, because you didn't learn it.
And with this, we're ready to get into math.

## 3. What is a Function?

The first concept we will begin to develop is that of a function. Remember, we need a definition that only involves the notion of a set.
Let's first develop a meta-analytic understanding. As a sidenote, when we say "meta-analytic" we basically are allowing ourselves to accept everything we intuitively know is true. So, here's a first try:
Definition (Function (meta-analytic)). Given sets $A, B$, a function $f$ from $A$ to $B$, denoted $f: A \rightarrow B$, is something that inputs from $A$ and outputs something in $B$.
Harry modified this with the important addition: each input in $A$ is linked to exactly one output in $B$.
Let's look at an example. Let $f: \mathbb{Z} \rightarrow \mathbb{Z}$ defined by $x \mapsto x^{2}$.
Remark. Here $\mathbb{Z}$ (stands for Zahlen) is the set of integers, meaning $\mathbb{Z}:=\{\cdots,-2,-1,0,1,2, \cdots\}(:=$ means defined to be). There are two arrows here. $\mathbb{Z} \rightarrow \mathbb{Z}$ tells us that the functions maps elements from $\mathbb{Z}$ to elements in $\mathbb{Z}$. The other arrow $x \mapsto x^{2}$ tells us exactly how the elements in $\mathbb{Z}$ are mapped to elements in $\mathbb{Z}$. Thus this function takes as input an integer and outputs the square of that integer.
So, how can we rigorously define this just in terms of sets? Ali suggests that this is a set of ordered pairs. One natural way we can study this function is by graphing it (see figure 1)
In Figure 1, you can see that this is just a collection of points (since $f: \mathbb{Z} \rightarrow \mathbb{Z}$ we only plug in integers). Thus, we can think of $f$ simply as this exact set of points:

$$
f:=\left\{\left(x, x^{2}\right): x \in \mathbb{Z}\right\}
$$



Figure 1. graph of $f$
Remark. This is set builder notation. The colon means "such that" (and you also will see a vertical line | rather than a colon meaning the same thing). Further $\in \mathbb{Z}$ means "belongs to $\mathbb{Z}$ " or "is an element of $\mathbb{Z}$ ". Overall, this is the set of ordered pairs $\left(x, x^{2}\right)$ such that $x$ is an integer.

But what is an ordered pair in terms of sets? Really, since the function is going from $\mathbb{Z}$ to $\mathbb{Z}$, we need to define something called the Cartesian Product of $A$ and $B$ (denoted $A \times B$ ). Intuitively, $A \times B$ is the set of ordered pairs $(a, b)$, where $a \in A$ and $b \in B$.

One good way to approach defining ordered pairs is to think about what information we need to know to understand what $(a, b)$ is. Edith points out we certainly need to know that $a \in A$ and $b \in B$. Lexi wonders if we can say $(a, b)$ is the input-output pair given by the function $f$ (in other words $f(a)=b$ ). However, this is circular, since we are defining ordered pairs in order to define functions. Gabe states that $(a, b)$ is contained in the set of ordered pairs where the first element is in $A$ and the second element is in $B$.

Leo tries an initial suggestion: $(a, b):=\{a, b\}$. Alex points out that our ordered pair is no longer ordered! Leo then revamped his idea to our first formal definition:

Definition (Ordered Pair). An ordered pair $(a, b)$ is defined to be the set

$$
\{a, b,\{a\}\} .
$$

Remark. Ordered pairs basically require us to know two pieces of information:
(i) What two elements are in the ordered pair
(ii) Which element comes first

So, let's just make a set that sticks these pieces of information in there. To make sure we know $(i)$, let's make our set contain $a$ and $b$. To make sure we know (ii), we'd like to add $a$ to our set again, but we can't do that since sets don't count repetition. Thus, let's just add $\{a\}$, i.e. the set representing the ordered pair contains a set itself. Importantly, this means $a \neq\{a\}$. If this doesn't make sense to you, just think of a physical collection. A donut is not the same as a donut in a bag because the donut in a bag is, well, in a bag.

It's not weird to have a set of a set. Sets are just collections, and we frequently think of things as collections of collections. For example, if you put packs of skittles in a bag, you literally have a collection (bag) of collections (skittle packs), since each pack of skittles can be thought of as a set of skittles.

This led to a couple of question. Emily was wondering how the fact that $\{a\}$ is in the set conveys that $a$ is the first element. Well, that's how we defined it! All that really matters is that you can take any ordered pair and "create" the associated set, and vice versa. For example, $\{1,3,\{1\}\}=(1,3)$.

Miles was wondering about a specific edge case: does our definition break if $a=b$ ? Let's check. $(2,2)=$ $\{2,2\{2\}\}=\{2,\{2\}\}$. The set certainly "reduces" since there are repeated elements, but we'll see on the homework this isn't a big deal. Lexi started wondering how we could extend this definition to ordered triples... a question which Leo ominously hinted would appear on the first problem set.

Now that we've defined ordered pairs, we can get back to functions. But before doing so, let's look at a few basic properties/operations involving sets.

## 4. Properties of Sets

This will all be meta-analytic. Let $A:=\{1,2,4\}$ and $B:=\{1,5,6\}$. Then we define the following:
(1) Set Union: $A \cup B=\{1,2,4,5,6\}$ (formally $A \cup B:=\{x: x \in A$ or $x \in B\}$ )
(2) Set Intersection: $A \cap B=\{1\}$ (formally $A \cap B:=\{x: x \in A$ and $x \in B\}$ )

We also want to define a notion of the complement of a set. Intuitively, the complement of $A$ (denoted $A^{c}$ ) is the set of everything not in $A$. But what is everything! To talk about set complements you need to define a universe $U$. For example, if $U=\{1,2,3,4,5,6\}$, then $A^{c}:=\{3,5,6\}$. Generally, $A^{c}:=\{u: u \in U$ and $u \notin$ A\}.

We also have the notion of the Cartesian product (discussed above): $A \times B:=\{(a, b): a \in A, b \in B\}$. Finally, we define something called the power set:

$$
\mathcal{P}(A):=\{S: S \subseteq A\}
$$

Here $S \subseteq A$ means that $S$ is a subset of $A$. A set $S$ is a subset of $A$ if all elements in $S$ are also elements in $A$. For example, $\{1\} \subseteq\{1,2\},\{1,2\} \subseteq\{1,2\}$, and $\emptyset \subseteq\{1,2\}$ ( $\emptyset$ is the empty set, which is the set containing nothing). Thus, for example,

$$
\mathcal{P}(\{1,2\})=\{\{1\},\{2\},\{1,2\}, \emptyset\} .
$$

The power set is interesting in that, unlike all the previous set operations, it creates a new set out of a single given set; all the other operations (even complement!) require two sets to be given.

## 5. Quick Recap

I'm going to be providing this quick recap section ideally on every lecture summary to just give a high level summary of what's discussed in depth above. If you don't have time to read the whole lecture summary, I recommend reading below and looking above if you don't understand something.
It turns out it's difficult to define certain things we think we understand, like real numbers or $\sqrt{2}$. One specific way we can define things is by listing enough properties of the thing, such that we eventually uniquely define that thing. This will be our goal with the real numbers: defining 13 axioms that uniquely define them.

To do so, we will only assume the notion of a set, and we'll begin by trying to define functions. Metaanalytically, $f: A \rightarrow B$ is a function if, for each $a \in A$, there's exactly one $b \in B$ with the property that $a \mapsto b$. Another nice interpretation is to think of functions as a collection of ordered pairs, since this corresponds to our intuition of graphing functions.

To do so, we provided a set theoretic definition of ordered pairs:
Definition (Ordered Pair). An ordered pair $(a, b)$ is defined to be the set

$$
\{a, b,\{a\}\}
$$

We also defined various properties of sets. Here $A, B$ are sets and $U$ is an assumed universe:
(i) $A \cup B:=\{x: x \in A$ or $x \in B\}$
(ii) $A \cap B:=\{x: x \in A$ and $x \in B\}$
(iii) $A^{c}:=\{x: x \in U$ and $x \notin A\}$
(iv) $A \times B:=\{(a, b): a \in A, b \in B\}$
(v) $\mathcal{P}(A):=\{S: S \subseteq A\}$

Please let me know if you ever want me to do anything different with these summaries, and I can discuss with Leo! Feel free to email me at jhc5

