## REAL ANALYSIS: LECTURE 3

SEPTEMBER 14TH, 2023

## 1. PRELIMINARIES

Today's mission: define the real numbers, i.e. $\mathbb{R}$. What is a general approach we could take? One way could be to define "easy" numbers, and maybe fill in the gaps later on? So, what are "simple" numbers? Integers? Rationals (fractions)? Square roots? Other weird stuff $(\pi, e)$. Interestingly, notice that the more "complicated" types of numbers are increasingly difficult to actually define!

So let's start. How could we define 2? Blakeley suggests $2:=1+1$, and this can easily be inductively extended (i.e. $3:=1+1+1,4:=1+1+1+1, \ldots$ ). What about -2 ? Maybe -2 is the thing such that if you add it to 2 equals $0(-2+2=0)$. This clearly cannot be extended for all real numbers in any reasonable amount of time.

However, these natural definitions also imply that we need some concrete notion of addition, subtraction, multiplication, and division. So rather than define individual numbers, we'll write down properties of the entire set $\mathbb{R}$.

## 2. Defining Axioms of $\mathbb{R}$

Ok, so let's make a table consisting of meta-analytic properties we want and formal axioms that define these properties.

| Meta-Analytic | Formal |
| :--- | :--- |
| We can add numbers | (A1) $\exists$ function $+: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ |
| We can add 3 numbers together (i.e. | (A2) $\forall a, b, c \in \mathbb{R},(a+b)+c=$ |
| + is associative) | $a+(b+c)$ |
| The order in which we add doesn't | (A3) $\forall a, b \in \mathbb{R}, a+b=b+a$ |
| matter (i.e. + is commutative) |  |

Here I'll explain the intuition behind going from meta-analytic properties to formal definitions:
(A1) Adding numbers means taking 2 numbers and combining them into one in a natural way (by natural I mean add them). This can be formally thought of as a function + that takes 2 numbers (e.g. 1 and 3) and outputs the sum (e.g. 4). We'll denote this function by $1+3=4$.
(A2) Notice that $a+b+c$ can be thought of as $(a+b)+c$ or $a+(b+c)$. These should be the same
(A3) We would want $a+b=b+a$, so let's make sure that is true.
Let's take a step back. Notice (A1)-(A3) holds for $\mathbb{R}$ with respect to multiplication. It also works for a lot of things. We never said anything is $\mathbb{R}$ are numbers, or even what + does! Unfortunately I was busy trying to make this table look good in ${ }^{\mathrm{ET}} \mathrm{E} \mathrm{X}$ to catch the name, but somebody suggested the interesting idea where $\mathbb{R}$ is the set of all paint colors and + combines paints. Harry suggested $\mathbb{R}$ is the set of small puddles, where + combines puddles. Miles suggested that $\mathbb{R}=\{0\}$ under normal addition works. Jenna created an even worse example: $\mathbb{R}=\emptyset$ works with + being anything! Ok, so we're definitely not done defining $\mathbb{R}$ yet. Let's keep going.

| Meta-Analytic | Formal |
| :--- | :--- |
| There's an identity for addition | (A4) $\exists 0 \in \mathbb{R}$ s.t. $0+x=x \forall x \in \mathbb{R}$ |
| We can subtract (there are additive <br> inverses) | (A5) $\forall x \in \mathbb{R}, \exists y \in \mathbb{R}$ s.t. $x+y=0$ |

Let's go through the intuition.
(A4) We want 0 (or something "like" 0 ) in $\mathbb{R}$. Moreover, this guarantees that $\mathbb{R} \neq \emptyset$. In fact, this means we have at least something in $\mathbb{R}$. This element 0 is the "identity" element. When you add 0 to something, you get that something.
(A5) We want to be able to "undo" things. In other words we want to be able to subtract. So define a thing called an additive inverse (i.e. the additive inverse for $x$ is $-x$ ) such that $x+(-x)=0$. This gets rid of possibilities of $\mathbb{R}$ like mixed drink space (identity is no drink and addition is combining two drinks) along with $\mathbb{Z}$ under • (since multiplicative inverses usually are fractions, not integers). Thanks to Gabe for this insight.
Are there still examples that don't work? Definitely. Matt suggested $\mathbb{R}=\{0,1\}$ under + defined by + mod 2 (i.e. $0+0=0,1+0=1,1+1=0$ ). Turns out this does indeed satisfy (A1)-(A5).

Ok, let's keep going. We now have addition and subtraction, so let's get multiplication and division. For multiplication, we can kinda just do the same thing but not with multiplication.

| Meta-Analytic | Formal |
| :--- | :--- |
| We can multiply numbers | (A6) $\exists$ function $\cdot: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ |
| We can multiply 3 numbers to- <br> gether (i.e. $\cdot$ is associative) | (A7) $\forall a, b, c \in \mathbb{R},(a \cdot b) \cdot c=a \cdot(b \cdot c)$ |
| The order in which we multiply <br> doesn't matter (i.e. $\cdot$ is commuta- <br> tive) | (A8) $\forall a, b \in \mathbb{R}, a \cdot b=b \cdot a$ |
| There's an identity for multiplica- <br> tion | (A9) $\exists 0 \neq 1 \in \mathbb{R}$ s.t. $1 \cdot x=x \forall x \in$ <br> $\mathbb{R}$ |
| We can divide (there are multiplica- <br> tive inverses) | (A10) $\forall x \in \mathbb{R} \backslash\{0\}, \exists y \in \mathbb{R}$ s.t. <br> $x \cdot y=1$ |

Basically we just define the same axioms but for multiplication. These are pretty much identical. One thing to note is that there's no multiplicative inverse of 0 (there's no $y \in \mathbb{R}$ s.t. $0 \cdot y=1$ ). This insight came from Jeremy, however avoiding division by 0 makes intuitive sense. We also definitely want that $0 \neq 1$, since this guarantees $\mathbb{R} \neq\{0\}$. (Initially in class, we hadn't included the condition $0 \neq 1$; without explicitly writing this down, $\mathbb{R}=\{0\}$ would have satisfied all the properties, even (A10) vacuously!)

We eliminated a bunch now, but are there still options that work? Noah noticed $\mathbb{Q}$ (set of rationals under normal + and $\cdot$, i.e. the set of fractions) works. Another one is $\{0,1\}$, which works with the prior definition of addition and multiplication $\bmod 2$ defined by $0 \cdot 0=0,0 \cdot 1=0,1 \cdot 1=1$.

We're not done yet, but it's interesting to note we can already prove cool stuff about $\mathbb{R}$. Ok, maybe not super cool, but whatever we can still prove something. . .
Proposition 1 ( 0 is Unique). Let $\mathbb{R}$ be something assuming (A1)-(A10), i.e. any and many more of the examples we gave. Then, 0 is unique.

Proof. Suppose $0,0^{\prime} \in \mathbb{R}$ are both additive identities. Then

$$
\begin{array}{rlr}
0+0^{\prime} & =0 & \text { since } 0^{\prime} \text { is an additive identity } \\
0+0^{\prime} & =0^{\prime} & \text { since } 0 \text { is an additive identity } \\
\Longrightarrow 0 & =0^{\prime} . &
\end{array}
$$

Remark. Here's a proof idea. To prove that there's only one, let's suppose there are 2 additive identities and show they are the same. Yana then suggested we look at $0+0^{\prime}$. Since 0 is an additive prime, $0+0^{\prime}=0^{\prime}$ (because anything plus 0 is itself). Similarly, since $0^{\prime}$ is an additive prime, $0+0^{\prime}=0^{\prime}$ (because anything plus $0^{\prime}$ is itself. Well, now we have $0+0^{\prime}=0=0^{\prime}$, so we're done!

Here's another proposition:
Proposition 2 (Additive Inverses are Unique). Additive inverses are unique, i.e. $\forall x \in \mathbb{R}, \exists!y \in \mathbb{R}$ s.t. $x+y=0$.
Proof. Suppose $x+y=0=x+y^{\prime}$. Then

$$
\begin{aligned}
(x+y)+y^{\prime} & =0+y^{\prime} & & \text { by definition of additive inverses } \\
& =y^{\prime} & & \text { by definition of additive identity }
\end{aligned}
$$

But also

$$
\begin{array}{rlr}
(x+y)+y^{\prime} & =x+\left(y+y^{\prime}\right) & \text { by associativity } \\
& =x+\left(y^{\prime}+y\right) & \text { by commutativity } \\
& =\left(x+y^{\prime}\right)+y & \text { associativity } \\
& =0+y=y & \text { by definition of additive inverse/identity. }
\end{array}
$$

So, $(x+y)+y^{\prime}=y^{\prime}=y$.
Remark. Again we will start with supposing there are 2 additive inverses. We're being a bit pedantic about using the axioms rigorously, but the general idea is basically analogous to that of the above proof.

Great! One interesting thing is that we have + and $\cdot$, but there's no connection between them whatsoever! Let's make a connection:

| Meta-Analytic | Formal |
| :--- | :--- |
| + and $\cdot$ are connected (i.e. distribu- | (A11) $\forall x, y, z \in \mathbb{R}, x \cdot(y+z)=$ <br> tive property) <br>  <br> $x \cdot y+x \cdot z$ |

To come up with our next axiom, let's conduct a thought experiment. Given two numbers $x, y \in \mathbb{R}$, how are they related? Here's one by Alex: one of them at least as big as the other. In other words numbers have order! For example, $\mathbb{R}$ definitely has order, $\mathbb{Q}$ definitely has order, but $\{0,1\}$ doesn't really have order (notice $1+1=0$, so is $0>1$ or is $1>0$ ?).

Next time, we'll think more rigorously about defining order. It turns out there are only two more axioms, which is in fact a really weird idea.

## 3. Quick Recap

Today we focused on defining a bunch of axioms of $\mathbb{R}$. Here's the one's we've done so far.

| Meta-Analytic | Formal |
| :--- | :--- |
| We can add numbers | (A1) $\exists$ function $+: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ |
| We can add 3 numbers together (i.e. <br> + is associative) | (A2) $\forall a, b, c \in \mathbb{R},(a+b)+c=$ <br> $a+(b+c)$ |
| The order in which we add doesn't <br> matter (i.e. + is commutative) | (A3) $\forall a, b \in \mathbb{R}, a+b=b+a$ |
| There's an identity for addition | (A4) $\exists 0 \in \mathbb{R}$ s.t. $0+x=x \forall x \in \mathbb{R}$ |
| We can subtract (there are additive <br> inverses) | (A5) $\forall x \in \mathbb{R}, \exists y \in \mathbb{R}$ s.t. $x+y=0$ |
| We can multiply numbers | (A6) $\exists$ function $\cdot: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ |
| We can multiply 3 numbers to- <br> gether (i.e. . is associative) | (A7) $\forall a, b, c \in \mathbb{R},(a \cdot b) \cdot c=a \cdot(b \cdot c)$ |
| The order in which we multiply <br> doesn't matter (i.e. $\cdot$ is commuta- <br> tive) | (A8) $\forall a, b \in \mathbb{R}, a \cdot b=b \cdot a$ |
| There's an identity for multiplica- <br> tion | (A9) $\exists 0 \neq 1 \in \mathbb{R}$ s.t. $1 \cdot x=x \forall x \in$ |
| We can divide (there are multiplica- <br> tive inverses) | (A10) $\forall x \in \mathbb{R} \backslash\{0\}, \exists y \in \mathbb{R}$ s.t. <br> $x \cdot y=1$ |
| + and $\cdot$ are connected (i.e. distribu- <br> tive property) | (A11) $\forall x, y, z \in \mathbb{R}, x \cdot(y+z)=$ <br> $x \cdot y+x \cdot z$ |

