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1. PRELIMINARIES

Last time we were focused on limits. Specifically, what does

lim
n→∞

an = L

mean? What we found out: it’s hard! Every definition we tried to come up with seemed to not work for some
weird edge case, which is why we require a precise definition. Here’s a thought exercise:

If limn→∞ an = 1
3
, then an should be close to 1/3. To be more precise, Ben noted this means that, for every

large n, an should be close to 1/3. For example, for every large n, we may expect∣∣∣∣an − 1

3

∣∣∣∣ < 1

10
,

i.e. for every large n we expect that an is within 1/10 of the limit. (Of course, this condition isn’t sufficient for
the limit to equal 1/3!) There’s nothing special about 1/10, of course: we expect∣∣∣∣an − 1

3

∣∣∣∣ < 1

100

to hold for every large n. Again, this is necessary but not sufficient. And we can say the same thing for every
arbitrarily small positive number. As a quick remark, notice that “large” can mean different things. You might
need n to be bigger than 1000 to ensure an is within 1/10 of 1/3, but you might need n to be bigger than
1000000000 to ensure an is within 1/100 of 1/3. In other words, once you specify a “tolerance” (1/10 or
1/100 or whatever), the notion of “large” changes. To summarize:

No matter what “tolerance” you set, there is some “large” N such that an is within that “tol-
erance” for every n ≥ N .

And now, the moment you’ve waited your entire conscious life for, the formal definition of a limit:

Definition (Limit). Given a sequence (an), we write

lim
n→∞

an = L

if and only if, ∀ϵ > 0,∃N ∈ R s.t.
(n > N) =⇒ |an − L| < ϵ.

Remark. Here (an) just denotes an is a sequence.

Ok, let’s break down these weird symbols. Let’s start with ∀ϵ > 0. In English: choose a tolerance ϵ. This
tolerance can be arbitrarily small, i.e. we can get arbitrarily close to the limit L. Once you fix a tolerance ϵ,
there must be some “large” number N such that an is always within L if n > N . Notice this is a really strong
condition! We’re not saying there’s one n such that an is within ϵ of L, but rather it’s true for every n > N .

At this point, Lexi asked an excellent question: why are we excluding ϵ = 0 in our definition? Aren’t there
some sequences that actually are within 0 of the limit (i.e. are exactly the limit)? That’s true, but this would
discard some cases that we intuitively think should have a limit. For example, if we were to change ‘ϵ > 0’ to
‘ϵ ≥ 0’ in our definition of limit, the sequence an := 3 + 1/n wouldn’t tend to 3: no matter how large n is,
|an − 3| > 0! (Make sure you understand this point.)
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To practice with our shiny new definition, let’s prove rigorously that lim
n→∞

(3 + 1/n) = 3. We’ll start with
some scratchwork and then go on to a rigorous proof.

Scratchwork 1. Ok, we need to show the definition for a limit it met. Our guess for a limit is 3. What we need
to do is start by fixing ϵ > 0. Now we need to find some N s.t.

(n > N) =⇒ |3 + 1/n− 3| < ϵ

⇐⇒ 1

n
< ϵ

⇐⇒ n > 1/ϵ.

Now we’ve found our N ! Here’s what a rigorous proof looks like.

Proof. Given ϵ > 0. If n > 1
ϵ
, then

∣∣3 + 1
n
− 3

∣∣ = 1
n
< ϵ. □

A few things to note:

• Our guess that the limit is 3 isn’t part of the proof or the definition—it comes purely from our intuition.
• We always start limit proofs with “Given ϵ > 0”. You have no control over ϵ—it’s given to you, and

your challenge is to find a suitable N that’s in terms of ϵ. Starting with the phrase above is a good
reminder of this.

• The variable N never appears in our proof! In other words, we never said “let N = 1/ϵ”. However it is
implicit that “N” is 1/ϵ.

• Note that we don’t need to find the optimal N for this proof to work. For example, we could have
replaced 1/ϵ by 100/ϵ, and the proof would have worked just fine!

Ok, onto a harder example:

lim
n→∞

n+ 100

3n+ 1
=

1

3.

Let’s start in the laziest way possible: what happens if we simply use the same N as before?

Proof, v1.0. Given ϵ > 0. For any n > 1
ϵ

we have

∣∣∣∣n+ 100

3n+ 1
− 1

3

∣∣∣∣ = ∣∣∣∣3n+ 300− 3n− 1

3(3n+ 1)

∣∣∣∣
=

299

3(3n+ 1)

<
299

3
(
3
ϵ
+ 1

)
<

299

3
(
3
ϵ

)
=

299

9
ϵ.

But we wanted some bound that was < ϵ! This isn’t too terrible, though—it simply means that our choice 1
ϵ

was too early in the sequence. Let’s try a later start:



Proof, v2.0. Given ϵ > 0. For any n > 100
ϵ

we have∣∣∣∣n+ 100

3n+ 1
− 1

3

∣∣∣∣ = ∣∣∣∣3n+ 300− 3n− 1

3(3n+ 1)

∣∣∣∣
=

299

3(3n+ 1)

<
299

3
(
300
ϵ
+ 1

)
<

299

3
(
300
ϵ

)
=

299

900
ϵ < ϵ! □

We’ve seen two different approaches here. In the first we did scratchwork and found a good choice of N
that worked; in the second we were lazy and made an educated guess that turned out to be wrong but could be
tweaked. Each approach has its merits.

Ok, now everybody paired up and tried the following example:

lim
n→∞

(
3 +

1

n

)2

= 9.

Eventually, Miles and Jon shared their approach:

Proof. Given ϵ > 0. Then ∀n > 8
ϵ
, we get∣∣∣∣∣

(
3 +

1

n

)2

− 9

∣∣∣∣∣ = 6

n
+

1

n2

=
1

n

(
6 +

1

n

)
≤ 1

n
· 7

≤ 7

8/ϵ
=

7

8
ϵ < ϵ.

Notice here we used 6 + 1
n
≤ 7, which is true since 1/n ≤ 1 (n ∈ Zpos). Here’s another (slightly quicker)

version of the same proof.
Given ϵ > 0. Then ∀n > 7

ϵ
, we get ∣∣∣∣∣

(
3 +

1

n

)2

− 9

∣∣∣∣∣ = 6

n
+

1

n2

=
1

n

(
6 +

1

n

)
≤ 1

n
· 7 =

7

n
< ϵ. □

Ok, but what went on behind the scenes here? What is the scratchwork?

Scratchwork 2. Fix ϵ > 0. We want N s.t.

(n > N) =⇒

∣∣∣∣∣
(
3 +

1

n

)2

− 9

∣∣∣∣∣ < ϵ.



This is that same as finding N s.t. if n > N then

6

n
+

1

n2
< ϵ.

If we can squeeze some simpler function of n between the left and right hand sides of this inequality, we can
win! (This is reminiscent of what happened in our proof that

√
2 ∈ R.) Since 1

n2 ≤ 1
n

, it suffices to show

6

n
+

1

n
< ϵ. (1.1)

Why? Well, 6
n
+ 1

n2 < 6
n
+ 1

n
, so combining this with (1.1) yields

6

n
+

1

n2
<

6

n
+

1

n
< ϵ.

And this is good because
6

n
+

1

n
< ϵ

is clearly true iff n > 7
ϵ
.

Gabe asked a great question here: what if we can’t (or guess the wrong) limit L? One interpretation of this
question: what would go wrong if we guess

lim
n→∞

(3 + 1/n) = 2?

To prove the above is true, we would need to show that for every ϵ > 0 there’s some large N blah blah blah.
So, to show it’s not true, we need to find a single bad ϵ > 0. Let’s see how this works:

Claim. lim
n→∞

(3 + 1/n) ̸= 2

Proof. ∀n ∈ Zpos, ∣∣∣∣3 + 1

n
− 2

∣∣∣∣ = ∣∣∣∣1 + 1

n

∣∣∣∣ = 1 +
1

n
> 1.

In particular, no matter how large n is, the left hand side is never < 1. □

Here’s a different example:

Proposition 1. For any L ∈ R, lim
n→∞

(−1)n ̸= L. In other words, the limit doesn’t exist.

Scratchwork 3. Here’s a picture:

−1 1

L

The problem here is that if there were a limit then

|(−1)n − L|

would be small for all large n. Notice it’s entirely possible for |(−1)n − L| to be small for some n; but then
this would force |(−1)n+1 − L| to be big, since L can’t be close to both −1 and 1. An elegant way to capture
the idea that any L must be far away from at least one of 1,−1 is to prove that

|1− L|+ |−1− L|

is big; from the picture, it’s clear this sum should be at least 2. To formalize this, we introduce an important
tool called the triangle inequality:

Proposition 2 (Triangle Inequality). |x+ y| ≤ |x|+ |y| for all x, y ∈ R,

Here’s an illustration of why it’s called the triangle inequality:



x⃗

y⃗x⃗+ y⃗

Walking along x⃗ and then y⃗ is at least as long as walking along x⃗+ y⃗.

Thus armed, we prove Proposition 1.

Proof. Suppose lim
n→∞

(−1)n = L. Then there’s some N s.t. |(−1)n − L| < 1
10

for all n > N . In particular, for
any n > N we have

2 =
∣∣(−1)n − (−1)n+1

∣∣ = ∣∣(−1)n − L+ L− (−1)n+1
∣∣

≤ |(−1)n − L|+
∣∣L− (−1)n+1

∣∣ < 1

10
+

1

10
=

1

5
a contradiction! □
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