# REAL ANALYSIS: LECTURE 19 

NOVEMBER 16TH, 2023

## 1. PRELIMINARIES

Last time, we proved the Cauchy Criterion, and then we briefly discussed how to construct $\mathbb{R}$ out of $\mathbb{Q}$, which is an alternate approach to introducing Real Analysis. Check out the last lecture summary for an intuitive explanation of how one would do this. Today, we're going to move on to a new topic: metric spaces
1.1. Metric Spaces. So far, we've been discussing convergence in $\mathbb{R}$. However, there's nothing inherent to sequences and limits that restricts us to only think about $\mathbb{R}$. For example, we can think of a sequence of points in the plane $\mathbb{R}^{2}$; there's no clear reason we can't think about convergence or divergence in this context.

How would we formalize this? Let's start by trying our original definition. Given $\left(a_{n}\right) \subseteq \mathbb{R}^{2}$, we say $a_{n} \rightarrow L$ iff $\forall \epsilon>0$,

$$
\left|a_{n}-L\right|<\epsilon
$$

for every large $n$. How is this definition? Well, first of all what's subtraction? We can define

$$
\left(x_{1}, y_{1}\right)-\left(x_{2}, y_{2}\right)=\left(x_{1}-x_{2}, y_{1}-y_{2}\right)
$$

i.e. component wise subtraction. That's great, but Ben asks: what is the absolute value of a point? Sean suggests that it should be the standard distance, i.e.

$$
\left|\left(x_{1}, y_{1}\right)-\left(x_{2}, y_{2}\right)\right|:=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}}
$$

(This is just the Pythagorean Theorem, where one side length is $x_{2}-x_{1}$ and the other is $y_{2}-y_{1}$.)
Note that we've now come up with a version of convergence of sequences in the plane. This tells us something important: even though we originally defined sequences and convergence in $\mathbb{R}$, the theory works in much greater generality. After all, $\mathbb{R}^{2}$ isn't even a field! (How do you multiply two points in the plane?) This leads to the goal of today:

Goal 1. Let's extend our notion of limits of sequences to as general a set as possible-it could be a set of integers, or real numbers, or even elephants.

Above we computed $\left|a_{n}-L\right|$ in $\mathbb{R}^{2}$ by using subtraction and a notion of length in the plane, but there's an interpretation of this that doesn't involve subtraction: $\left|a_{n}-L\right|$ is simply measuring the distance between $a_{n}$ and $L$. In other words, given any nonempty set $X$, if we have a way to measure distance between elements of $X$, we can meaningfully discuss convergence of sequences! So: how do we define a function $d(x, y)$ that measures the distance between arbitrary $x, y \in X$ ?

Literally speaking, it's not possible to explicitly define $d(x, y)$, since we don't know anything about the set $X$. Instead, inspired by how we defined $\mathbb{R}$, we're going to write down properties that an arbitrary distance function should have. Let's try to think of these properties:

Idea 1. Annie notes that the distance between $x$ and $y$ should be the same as the distance between $y$ and $x$. In particular,

$$
d(x, y)=d(y, x) \forall x, y \in X
$$

Idea 2. Ali notes we haven't even defined the codomain of $d(x, y)$. Specifically,

$$
d: X \times X \rightarrow \mathbb{R}
$$

Idea 3. Emily thinks we should have a notion of the triangle inequality. In any type of distance, the distance from $x$ to $z$ to $y$ is at least as long as the distance from $x$ to $y$. In particular:

$$
d(x, z) \leq d(x, y)+d(y, z) \forall x, y, z \in X
$$

Idea 4. Lexi thinks that the distance from a point to itself should be 0. In particular,

$$
d(x, x)=0 \forall x \in X .
$$

Idea 5. Noah thinks distance should always be nonnegative:

$$
d(x, y) \geq 0 \forall x, y \in X
$$

Idea 6. Jenna wants to generalize the idea that $d(x, x)=0$ :

$$
d(x, y)=0 \Longleftrightarrow(x=y) .
$$

Idea 7. Gabe questions if $d(x, y)$ must actually be nonnegative. Is there a reason why or why not?
Sean observed that the other properties we've come up with force $d(x, y) \geq 0$ :

$$
0=d(x, x) \leq d(x, y)+d(y, x)=2 d(x, y)
$$

so $d(x, y) \geq 0$.
Taken together, the properties we invented form the basis of the following fundamental definition:
Definition (Metric). Given a set $X \neq \emptyset$. We say $d: X \times X \rightarrow \mathbb{R}$ is a metric on $X$ iff
i $d(x, y)=d(y, x) \forall x, y \in X$
ii $d(x, y)=0$ iff $x=y$
iii $d(x, z) \leq d(x, y)+d(y, z)$.
If $d$ is a metric on $X$, we say $(X, d)$ is a metric space. Armed with this definition, it's now straightforward to generalize our notions of convergence, sequences, and limits:

Definition. Given a sequence $\left(a_{n}\right) \subseteq X$, where $(X, d)$ is a metric space and $L \in X, a_{n} \rightarrow L$ iff $\forall \epsilon>0$,

$$
d\left(a_{n}, L\right)<\epsilon
$$

for every large $n$.

### 1.2. Examples.

Example 0 . The most familiar example of a metric space is $\mathbb{R}$ with respect to $d(x, y):=|x-y|$.
Example 1. In $\mathbb{R}^{2}, d(x, y)=\sqrt{\left(y_{1}-x_{1}\right)^{2}+\left(y_{2}-x_{2}\right)^{2}}$. Here $x=\left(x_{1}, x_{2}\right), y=\left(y_{1}, y_{2}\right)$.
Despite the fact that the above two look different, both are known as the Euclidean Metric, since one can show the distance metric in $\mathbb{R}$ is a special case of that in $\mathbb{R}^{2}$.

Remark. We're claiming that

$$
d(x, y)=\sqrt{\left(y_{1}-x_{1}\right)^{2}+\left(y_{2}-x_{2}\right)^{2}}
$$

is a metric on $\mathbb{R}^{2}$. Is this really true? Property (i) is pretty clear, and it's also clear that $d(x, x)=0$. Let's see if $d(x, y)=0 \Longrightarrow x=y$. Assume

$$
\sqrt{\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}}=0 .
$$

Note this implies

$$
\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}=0 .
$$

Since $x^{2} \geq 0 \forall x \in \mathbb{R}$, this implies that $x_{1}=y_{1}$ and $x_{2}=y_{2}$, which means $x=y$. The last property is Triangle Inequality. This is intuitively obvious, and you'll work through the algebra on your next problem set.

Let's see another metric on $\mathbb{R}^{2}$.

Example 2. $\mathbb{R}^{2}$ with respect to $d(x, y):=\left|x_{1}-y_{1}\right|+\left|x_{2}-y_{2}\right|$. This is usually called the Taxicab Metric, but also is known as Manhattan Distance. This is because you are "only allowed to move horizontally or vertically", as you may expect in a grid like space like taxis on a road.
Example 3. $\mathbb{R}^{2}$ w.r.t. $d(x, y)=\max \left\{\left|x_{1}-y_{1}\right|,\left|x_{2}-y_{2}\right|\right\}$. This is called the "chessboard metric". In chess, it's the number of steps a king must take to get from one point to the next. A king moves one step in any direction, including horizontally, vertically, or diagonally.
Example 4. $\mathbb{R}^{2}$ w.r.t the "British Rail metric"

$$
d(x, y):= \begin{cases}\sqrt{x_{1}^{2}+x_{2}^{2}}+\sqrt{y_{1}^{2}+y_{2}^{2}} & \text { if } x \neq y \\ 0 & \text { otherwise }\end{cases}
$$

I guess at some point to get from point $A$ to point $B$ you had to go from $A$ to London to $B$, i.e. you always had to go to the origin first. Similarly, here the distance $d(x, y)$ is the (Euclidean) distance from $x$ to 0 plus the (Euclidean) distance from $y$ to 0 . In fact, one can generalize this to

$$
d(x, y):= \begin{cases}d_{1}(x, 0)+d_{1}(y, 0) & \text { if } x \neq y \\ 0 & \text { otherwise }\end{cases}
$$

where $d_{1}(x, y)$ is any metric on $\mathbb{R}^{2}$.
Here's another metric, this time on $\mathbb{Z}_{\text {pos }} \cup\{0\}$.
Example 5. $\mathbb{Z}_{\text {pos }} \cup\{0\}$ w.r.t Hamming distance, where $d(m, n)$ is the number of positions where the binary digits of $m$ and $n$ differ. Here's an example $d(13,40)$. First, take 13 and 40 and write them as sums of powers of 2 , i.e. in base 2 (aka binary).

$$
\begin{aligned}
& 13=2^{3}+2^{2}+2^{0}=1101 \\
& 40=2^{5}+2^{3}=101000
\end{aligned}
$$

Here's the Hamming distance:

Anything in red are the things that differ in binary digits. Thus, since there are 3 pair colored red, the Hamming distance is $d(13,40)=3$.

Example 6 . $\mathbb{Z}$ w.r.t 7 -adic metric. In this case, rather than defining a metric right away, we first define a notion of size, the 7-adic absolute value:

$$
|n|_{7}=\frac{1}{7^{k}}
$$

where $n$ is a multiple of $7^{k}$ but not of $7^{k+1}$, i.e. $|n|_{7}$ is the (reciprocal of the) max number of 7 s you can divide $n$ by. Now define

$$
d(m, n):=|m-n|_{7} .
$$

What in the world does this measure? How divisible by 7 a number is. In fact, you can change 7 to any prime $p$ to get the $p$-adic absolute value / metric. (If you change 7 to a composite number, however, some strange things can happen. For example, $|10|_{10}=\frac{1}{10}$, while $|2|_{10}=1=|5|_{10}$. Thus $|10|_{10} \neq|2|_{10} \cdot|5|_{10}$, which is not what we usually desire from an absolute value!)

Actually, there's one integer whose 7 -adic absolute value we haven't yet defined: what's $|0|_{7}$ ? Our definition doesn't apply, so we extend it:

$$
|0|_{7}:=0
$$

This makes sense, actually: the more "divisible" a number is by 7 , the smaller its size is. Here, 0 is the most divisible by 7 , so it should have the smallest size.

It turns out the $p$-adic metric is also a metric on $\mathbb{Q}$ :

Example 7. $\mathbb{Q}$ w.r.t the 7 -adic metric, where

$$
\left|\frac{a}{b}\right|_{7}:=\frac{|a|_{7}}{|b|_{7}}
$$

and $d(x, y):=|x-y|_{7}$ as before.
Here's a question:
Question. Does the Cauchy Criterion hold for arbitrary $(X, d)$ ?
Jenna says no. $\mathbb{Q}$ equipped with the Euclidean metric forms a metric space, but the Cauchy Criterion doesn't hold (a sequence of rationals might converge to an irrational in $\mathbb{R}$, but the same sequence diverges in $\mathbb{Q}$ ). This leads to the natural definition:

Definition (Complete Metric Space). We say $(X, d)$ is complete iff the Cauchy Criterion holds in the space.
Remark. It's worth pointing out that convergent sequences are always Cauchy, in any metric space. The converse, however, is not generally true: Cauchy sequences don't always converge, as Jenna pointed out with $\mathbb{Q}$. In other words, a metric space $(X, d)$ is complete iff every Cauchy sequence converges in $X$.

Now, we can complete $\mathbb{Q}$ w.r.t the Euclidean Distance and get $\mathbb{R}$. By complete, we mean add the smallest amount of points such that the Cauchy Criterion holds-exactly the process we described last class (take the set of all Cauchy sequences in $\mathbb{Q}$, and declare any two of them equivalent iff their difference tends to 0 ). It turns out that pretty much the same process can be used to complete any metric space, but we won't prove this.

Above we generalized the idea of completing $\mathbb{Q}$ to completing other metric spaces. But there's a different way to generalize this-we can complete $\mathbb{Q}$ w.r.t a different metric. For example, if you complete $\mathbb{Q}$ w.r.t the $p$-adic metric you get a very strange field called $\mathbb{Q}_{p}$, which has a wildly different structure than $\mathbb{R}$. For example, there exists an $\alpha \in \mathbb{Q}_{5}$ such that $\alpha^{2}=-1$, so $\mathbb{Q}_{5} \nsubseteq \mathbb{R}$. On the other hand, there does not exist any solution to $x^{2}=5$ in $\mathbb{Q}_{5}$, so $\mathbb{R} \nsubseteq \mathbb{Q}_{5}$. There are deeper differences as well, e.g. $\mathbb{Q}_{p}$ doesn't satisfy our order axiom (A12).

We've discussed two types of metrics on $\mathbb{Q}$ : the Euclidean one, and the $p$-adic one. Here's a third, called the "discrete metric":

$$
d(x, y):= \begin{cases}1 & \text { if } x \neq y \\ 0 & \text { otherwise }\end{cases}
$$

This isn't a particularly refined metric: its measure of distance is binary (two points are either different or the same). Given this, it's perhaps unsurprising that the completion of $\mathbb{Q}$ wrt the discrete metric is $\mathbb{Q}$ itself.

Above we saw two different absolute values (the usual one and the $p$-adic one) on $\mathbb{Q}$ that led to wildly different completions. One might imagine there are infinitely many others, each leading to its own wild completion. A remarkable theorem from a century ago shows this is not the case:
Theorem 1 (Ostrowski, 1916). If you complete $\mathbb{Q}$ w.r.t any metric that comes from an absolute value, you must get either $\mathbb{Q}, \mathbb{R}$ or $\mathbb{Q}_{p}$.
This result shows that, even though the $p$-adic absolute value looks artificial at first glance, there's something natural about it. We won't discuss this any further in our class, but if you're interested, the study of $p$-adic numbers is a very active area of research.

