
REAL ANALYSIS: LECTURE 22

NOVEMBER 30TH, 2023

1. PRELIMINARIES

Last time, we discussed limits of functions. After iterating a bunch (see last lecture), we got the following
definition:

Definition (Limit). Given f : X → R with X ⊆ R and a an accumulation point of X , we say

lim
x→a

f(x) = L

iff ∀ϵ > 0,∃δ > 0 s.t.
0 < |x− a| < δ ∧ x ∈ A =⇒ |f(x)− L| < ϵ

Remark. A lot of this is just making sure we have a truly precise definition. The main idea is that the limit
exists if, given any tolerance ϵ > 0, we can find a neighborhood 0 < |x−a| < δ such that in this neighborhood
we’re always within the tolerance of the limit |f(x)−L| < ϵ. For problems we discussed last class, we need to
add more things (restricting to only plugging in values to f that exist, making sure a is an accumulation point,
etc.).

Remark. How does this work in practice? Say you wanted to prove that limx→a f(x) = L. This is the general
process. Given ϵ > 0. Then you would do scratchwork to find δ as a function of ϵ. However, in your proof,
you wouldn’t actually state δ = ϵ/5, for example (this is exactly analogous to not actually stating N = 5/ϵ for
sequences).

We can also develop algebra of limits in basically the exact analogous way. For example,

lim
x→a

f(x)g(x) = (lim
x→a

f(x))(lim
x→a

g(x)).

Instead of repeating these same proofs, we can also prove this by connecting limits of functions to limits of
sequences, therefore getting the desired results for free. Here’s a function f(x), where we have

lim
x→α

f(x) = L.

x

y

α

(α,L)f(x)

Pick any sequence an → α. Intuitively, the sequence f(an) := f(a1)f(a2), f(a3), . . . should → L. In fact,
this (and the converse) is true:
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Proposition 1 (WRONG!). Given f : X → R, X ⊆ R with α an accumulation point of X , then

lim
x→α

f(x) = L

iff ∀(an) s.t. an → α, f(an) → L.

Jenna had a great point here. What about the constant sequence an = α, α, α, . . . . It may be the case that
f(α) = L′ ̸= L, so an = L′, which is a problem. So, we can just add a stipulation to avoid this. Noah also
noted that we should have (an) ⊆ X , else f wouldn’t be well defined. Let’s modify these:

Proposition 2. Given f : X → R, X ⊆ R with α an accumulation point of X , then

lim
x→α

f(x) = L

iff ∀(an) ⊆ X s.t. an → α, an ̸= α ∀n, f(an) → L.

Here’s a basic proof sketch:

Proof. ( =⇒ ) Given f(x) → L as x → α. Pick (an) s.t. an → α and an ̸= α ∀n. Then for all large n,
an ≈ α, which means f(an) ≈ L.
( ⇐= ) Suppose ∀(an) with an → α and an ̸= α ∀n, we know that f(an) → L. Suppose, for the sake of

contradiction, that

lim
x→α

f(x) ̸= L.

What does this mean? Well, there’s a “bad” ϵ > 0 s.t.

|f(x)− L| ≥ ϵ

for a bunch of x’s that get as close to α as you like. In particular, there exists x1 s.t. 0 < |x1 − α| < 1, but
|f(x1) − L| > ϵ (x1 close to α but f(x1) far from L. Also, ∃x2 s.t. 0 < |x2 − α| < 1/2 but |f(x2) − L| ≥ ϵ.
Double also, ∃x3 s.t. 0 < |x3 − α| < 1/4 but |f(x3) − L| ≥ ϵ. n-also, ∃xn s.t. 0 < |xn − α| < 1/n but
|f(xn)− L| ≥ ϵ.

This sequence x1, x2, . . . converges to α (Squeeze Theorem!), but f(xn) ̸→ L, a contradiction. □

The book has a proof of this, and it’s worth reading the proof for ( ⇐= ). Ok! Now we have this connection
between limits of functions and limits of sequences. Staring at our iff result, one can see that something like
algebra of limits translates over instantly. Great! Let’s move onto a new topic: continuity.

2. CONTINUITY

What does it mean for a function to be continuous?

Idea 1. Sean suggests that there are no holes or jumps. Here’s a “jump”

x

y

f(x)

(2, 0)

Here’s a “hole”.



x
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(2, 2)

(2, 5)

f(x)

Intuitively, continuity is when you don’t need to lift your chalk to draw it!

But what about the following example:

f : {1} → R
x 7→ x.

Is this continuous? Well, you don’t need to lift your chalk, so this is probably fine? But any other function is a
union of points, so shouldn’t every function be fine?? Hmm...

Semra had a good point. Maybe we should relate points nearby x with the point x itself, specifically involving
limits. Ok, we have some good ideas. Let’s try to slightly pivot and ask a related problem:

Question. What does it mean for f to be discontinuous at a?

Idea 2. Here’s Lexi’s idea. limx→α doesn’t exist or f(α) doesn’t exist. Edith states that we actually need to
say something stronger: the two are equal. Let’s put this together to get a formal definition.

Definition (Discontinuous). f is discontinuous at α iff

lim
x→α

f(x) ̸= f(α).

With this it’s easy to define what it means for something to be continuous.

Definition (Continuity). Given f : X → R, α ∈ X , we say f is continuous at α iff

lim
x→α

f(x) = f(α).

Further, we say f is continuous on A ⊆ X iff f is continuous at a ∀a ∈ A.

Remark. We always think about continuity over an interval, but we’re defining it here at a single point! That’s
kinda weird! On the other hand, it’s natural to define discontinuity at a single point, and also natural to define
continuity as just not discontinuous.

Let’s do some examples:

Example 1. Define f : [0, 1) ∪ {2} → R defined by x 7→ x2.

x

y

(1, 1)

(2, 4)

f(x)



Is f continuous at 1/2? Yes! Is f continuous at 1? No! The point isn’t defined. Is f continuous at 2? Well, it’s
convention that typically this is actually continuous. But... lots of people (Justin’s still making up his mind if
we is one of these people) don’t like this.

Just for fun, let’s write continuity in terms of ϵ’s and δ’s.

Definition. f is continuous at α iff ∀ϵ > 0,∃δ > 0 s.t.

|x− α| < δ =⇒ |f(x)− f(α)| < ϵ.

Notice here we drop the condition 0 < |x− α| < δ, since things will still work out.
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