HOMEWORK PROBLEMS FROM STRANG’S LINEAR
ALGEBRA AND ITS APPLICATIONS (4TH EDITION)

PROFESSOR STEVEN MILLER: BROWN UNIVERSITY: SPRING 2007

1. CHAPTER1: MATRICES AND GAUSSIAN ELIMINATION

Page 9, # 3: Describe the intersection of the three plares+ w + z = 6,
u+w+ z =4andu + w = 2 (all in four dimensional space). Is it a line,
point, or an empty set? What is the intersection if the fourth plare—1

is included? Find a fourth equation so that there is no solution.

Page 11: # 22: Ifa, b) is a multiple of(c, d) with abcd # 0, show tha{a, ¢)
is a multiple of(b, d). This leads to the observation thatdf—= ( z b >

d
has dependent rows then it has dependent columns.

Page 16: # 11: Apply elimination (circle the pivots) and back substitution
to solve

20 —-3y+0z = 3
de —dy+1z = 7
20 —1ly—3z = 5.

List the three operations involved: subtract times row from row

Page 17, # 18: It is impossible for a system of linear equations to have
exactly two solutions Explain why (a) If (z,y, z) and (X, Y, Z) are two
solutions, what is another one? (b) if 25 planes meet at two points, where
else do they meet?
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Page 27, #10: True or false? Give a specific counterexample when false. (a)
If columns 1 and 3 ofB are the same, so are columns 1 and 3\ 6f. (b) If

rows 1 and 3 ofB are the same, so are rows 1 and 34d8. (c) If rows 1

and 3 ofA are the same, so are rows 1 and 3d?. (d) (AB)? = A*B2.

Page 27, #12: The product of two lower triangular matrices is lower trian-
gular. Confirm this with & x 3 example, and then explain how it follows
from the laws of matrix multiplication.

Page 28, # 20: The matrix that rotates the- y plane by an anglé is
cosf) —sinf .
A(9) = ( sind  cosf > Verify that A(6;) A(0y) = A(6; + 05) from the

identities forcos(0; + 02) andsin(f; + 65). What isA(6) times A(—6)?

Page 40, #5: Factot into LU and write down the upper triangular system
Ux = c which appears after elimination, where

2 3 3 u 2
Ax = 05 7 v = 2
6 9 8 w 5

Page 42, # 25. When zero appears in a pivot positibn= LU is not
possible. Show why these are both impossible:

01 Lo i 110 1 0 0
o3 ) =141 o r ) rre2f=(c1o
121 m n 1

Page 43, # 29: ComputeandU for the symmetric matrix

S O
O O

A:

Q@ Q@ 2 2
SIS IS S
o0 o9
[ O o

Page 44, # 41: How many exchanges will perm{itgt, 3,2, 1) back to
(1,2,3,4,5)? How may exchanges to chan@e5, 4,3,2,1) to (1,2,3,4,5,6)?
Oneis even and oneis odd. Kar,...,1)to(1,...,n), show that, = 100

S > 9
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and101 are even and = 102 and103 are odd.

Page 44, # 42: 1, and P, are permutation matrices, soi$P;. This still
has the rows of in some order. Give examples with P, # P, P, and
P3P4 == P4P3.

Page 45, # 45: If you take powers of a permutation, why is sé¥heven-
tually equal to/? Find a5 x 5 permutationP so that the smallest power
equal to/ is PS. (This is challenge question. Combiné & 2 block with a

3 x 3 block).

Page 45, #47: IfP is any permutation, find a non-zero vectoiso that
(I — P)z = 0. (This will mean that’ — P has no inverse, and has determi-
nant zero.)

Page 52, # 6: Use the Gauss-Jordan method to invert

00 2 -1 0
11|, A= -1 2 -1, Ay =
01

1
A1: 1
0 0 -1 2

_ O O
—_—_ O
—_ = =

Page 53, # 11: Give examples dfand B such that (a4 + B is not in-
vertible although4 and B are invertible; (b)A + B is invertible although
A and B are not invertible; (c) all oA, B and A + B are invertible. In the
last case usd ! (A + B)B~! = B!+ A~ ' toshowthatC' = A~! + B!
is also invertible, and find a formula far—*.

Page 53, # 19: Compute tlieD L factorization of

1 3 5 -
A= 3m18,B:(bd)
5 18 30

Page 55, # 40: True or false (with a counterexample if false and a reason if
true): (a) A4 x 4 matrix with a row of zeros is not invertible; (b) a matrix
with 1's along the main diagonal is invertible; (c)Afis invertible thenAd—!

is invertible; (d) if A” is invertible thenA is invertible.
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Page 56, # 43: This matrix has a remarkable inverse. Rindoy elimina-
tion on[AI]. Extend to & x 5 “alternating matrix” and guess its inverse:

1 -1 1 -1
0 0 -1 1
Ad=19 0 1 2
0 0 0 1

Page 56, # 52: Letl be a matrix which is not identically zero. Shot = 0
is possible buA” A = 0 is not.

Page 58, # 65: Ayroup of matrices includesiB and A~ if it includes A

and B. “Products and inverses stay in the group.” Which of these sets are
groups? Lower triangular matricdswith 1’s on the diagonal, symmetric
matricessS, positive matrices\/, diagonal invertible matrice®, permuta-

tion matricesP. Invent two more matrix groups.

Page 65, #1.6: (a) There are 26< 2 matrices whose entries are 1's and
0’s. How many are invertible? (b) (Much harder) If you put 1’s and O’s at
random into the entries of @ x 10 matrix, is it more likely to be invertible

or singular?

Page 66, # 1.20. The x n permutation matrices are an important example
of a “group”. If you multiply them you stay inside the group; they have
inverses in the group; the identity is in the group; and the RgP; P;) =

(P, P;)Ps is true (because it is true for all matrices). (a) How many mem-
bers belong to the groups 6% 4 andn x n permutation matrices? (b) Find

a powerk so that all3 x 3 permutation matrices satisfy* = 1.
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2. CHAPTER2: VECTOR SPACES

Page 73, # 1 Construct a subset of the y plane inR that is (a) closed un-
der vector addition and subtraction, but not scalar multiplication; (b) closed
under scalar multiplication but not under vector additidfint: starting
with « andv, add and subtract for (a). Tey: andcw for (b).

Page 74, #4: What is the smallest subspade«f matrices that contains all
symmetric matricesind all lower triangular matrices? What is the largest
subspace that is contained in both of those subspaces?

Page 74, #7: Which of the following are subsequence®-of (a) all sub-
sequences likél, 0, 1,0, .. .) that include infinitely many zeros; (b) all se-
quenceszy, xa, ... ) With z; = 0 from some point onward; (c) all decreas-
ing sequencest,,; < z; for eachy; (d) al convergent sequences: the
have a limit asj — oo; (e) all arithmetic progressions:;; — z; is the
same for allj; (f) all geometric progressiong:, kx, k?z, . .. ) allowing all

x andk.

Page 76, #25: If we add an extra columto a matrixA, then the column
space gets larger unless . Give an example in which the column space
gets larger and an example in which it doesn’'t. Whylis = b solvable
exactly when the column spadeesn’tget larger by including?

Page 77, # 29: Construct3aax 3 matrix whose column space contains
(1,1,0) and(1,0,1) but not(1,1,1). Construct & x 3 matrix whose col-
umn space is only a line.

Page 85, # 2: Reducé and B to echelon form, to find their ranks. Which
variables are free?

1 201 1 2 3
A= 01 10|, B= 4 5 6
1 201 789

Page 87, # 24: Every column dfB is a combination of columns of. Then
the dimension of the column spaces giwek(AB) < rank(A). Prove also
thatrank(AB) < rank(B).
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Page 87, #25: Supposeand B aren x n matrices, andiB = I. Prove
from rank(AB) < rank(A) that the rank ofd isn. So A is invertible and
B must be its two-sided inverse. Therefdsel = I (which is not so obvi-
ous!).

Page 87, #26: 11 is2 x 3 andC'is 3 x 2, show from its rank that' A # 1.
Give an example in whicllC' = I. Form < n, a right inverse is not a left
inverse.

Page 88, # 34: Under what conditions @nb,, b3 is the following system
solvable? Includé as a fourth column if4b]. Find all solutions when that
condition holds:

le+2y—2z = b
20 4+5y—4z = by
dr +9y — 8z = bs.

Page 89, #37: Why can't & x 3 system haver, = (2,4,0) andz,, any
multiple of (1,1, 1).

Page 89, # 44: Give examples of matrice$or which the number of solu-
tionstoAx = bis (a) 0 or 1, depending an (b) oo, regardless of; (c) O
or oo, depending om; (d) 1, regardless df.

Page 90, # 48: Reduce tor = ¢ (Gaussian elimination) and thétw = d:

1023 9
Ar = | 1.3 2 0 T2l [ 5 | =
20 4 9 3 10
Ty

Page 90, #54: True or false (give a reason if true, or a counterexample if
false): (a) a square matrix has no free variables; (b) an invertible matrix has
no free variables; (c) am x n matrix has no more than pivot variables;

(d) anm x n matrix has no more tham pivot variables.

Page 91, #61. Construct a matrix whose nullspace consists of all multiples
of (4,3,2,1).
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Page 91, #65: Construct2zax 2 matrix whose nullspace equals its column
space.

1 1 1
Page 98, #1. Show that = 0|, v9 = 1|, v3 = 1
0 0 1
2
are independent but;, vy, v3 and vy, = 3 are dependent. Solve
4

cvy + -+ cqvg = 0 0r Ac = 0. Theo’s go into the columns ofl.

Page 99, #14: Choose= (1, 2, r3, 24) in R*. It has 24 rearrangements
like (z5,x1, 23, 24). Those 24 vectors, including itself, span a subspace
S. Find specific vectorg so that the dimension df is (a) O, (b) 1, (c) 3,
(d) 4.

Page 102, #39: The cosine spake contains all combinationg(z) =
Acosx + Bcos2x + Ccos3z. Find a basis for the subspace that has

y(0) = 0.

Page 102, #40: Find a basis for the space of functions that satisfy (a)
dy/dx — 2y = 0; (b) dy/dx — y/x = 0.

Page 102, #43: Write thiex 3 identity matrix as a combination of the other
five permutation matrices! Then show that those five matrices are linearly
independent. (Assume a combination gives zero, and check entries to prove
each term is zero.) The five permutations are a basis for the subspace of
3 x 3 matrices with row and column sums all equal.

Page 110, #3: Find the dimension and a basis for the four fundamental
subspaces for

1201 1201
A=(o110], uU=]0110
1201 0000



8 PROFESSOR STEVEN MILLER: BROWN UNIVERSITY: SPRING 2007

Page 110, #5: If the produetB is the zero matrix, show that the column
space ofBB is contained in the nullspace df (Also the row space ol is in
the left nullspace of3, since each row aft multiplies B to give a zero row.)

Page 111, # 164 paradoy Supposed has aright-inversé&. ThenAB = I
leads toAT AB = AT or B = (AT A)~1 AT, But that satisfieB A = I, itis
aleft-inverse. Which step is not justified?

Page 112, # 20 (a) If @ x 9 matrix has rank 5, what are the dimensions of
the four subspaces? What is the sum of the four dimensions? (13)}f &
matrix has rank 3, what are its column space and left nullspace?

Page 112, # 27A is anm x n matrix of rankr. Suppose there are right-
hand side$ for which Ax = b hasno solution (a) What inequalities< or
<) must be true betweem, n andr? (b) How do you know thati”y = 0
has a non-zero solution?

Page 113, #37: True or false (with a reason or a counterexamplej (a)
and AT have the same number of pivots; (h)and AT have the same left
nullspace; (c) if the row space equals the column spaceAhenA®; (d) if

AT = — A then the row space of equals the column space.

Page 133, # 6: Which x 3 matrices represent the transformations that (a)
project every vector onto the — y plane; (b) reflect every vector through
thex — y plane; (c) rotate the — y plane through 90 degrees, leaving the
z-axis alone; (d) rotate the — y plane, then the — z plane, then thg — =

plane, each through 90 degrees; (e) carry out the same rotations, but each
through 180 degrees?

Page 133, #7: On the spaPgof cubic polynomials, what matrix represents
d?/dt*? Construct the x 4 matrix from the standard basist, t?, t*. Find

its nullspace and column space. What do they mean in terms of polynomi-
als?

Page 134, #14: Prove th@t is a linear transformation if is linear (from
R3 to R3).
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Page 135, #36: (a) What matrix transfor(s0) into (2, 5) and transforms
(0,1) to (1,3)? (b) What matrix transform&2,5) to (1,0) and (1, 3) to
(0,1)? (c) Why does no matrix transfor®, 6) to (1,0) and(1, 3) to (0, 1)?

Page 136, #46: Show that the prod$dt of two reflections is a rotation.
Multiply these reflection matrices to find the rotation angle:

cos20 sin26 cos2a  sin 22«
sin20 —cos26 |’ sin2a¢ —cos2a )’

Page 136, #47: The x 4 Hadamard matrix is entirely1 and—1:

1 1 1 1
1 -1 1 -1
H=11 1 4 4
1 -1 —1 1.

Find ! and write(7,5, 3, 1) as a combination of the columns &f.

Page 137, #50: Suppose all vectorm the unit squar® < z;,z, < 1 are
transformed toAz (A is a2 x 2 matrix). (a) What is the shape of the trans-
formed region (allAz)? (b) For which matrices! is the region a square?
(c) For whichA is it aline? (d) For whichd is the new area still ?

Page 138, #2.10: Invent a vector space that contains all linear transforma-
tions fromR" to R™. You have to decide on a rule of addition. What is its
dimension?

Page 139, # 2.23: How can you construct a matrix that transforms the co-
ordinate vectors, e, e3 into three given vectors,, v, v3. When will that
matrix be invertible?
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3. CHAPTER 3: ORTHOGONALITY

Page 148, # 2: Give an examplelki of linearly independent vectors that
are not orthogonal. Also, give an example of orthogonal vectors that are not
independent.

Page 149, # 11: The fundamental theorem is often stated in the form of
Fredholm’s alternativefor any A andb one and only one of the following
systems has a solution: @@z = b; (i) ATy = 0 andy’b # 0. Eitherbis in

the column spac€(A) or there is a in N(AT) such thaty”b # 0. Show

that it is contradictory for (i) and (ii) to both hold.

Page 149, # 14: Show that— y is orthogonal tor + y if and only if
(] = [lyll-

Page 149, # 19: Why are these statements false? {ajdforthogonal to
W thenV+ is orthogonal tdV+. (b) If V is orthogonal tdl/ and WV is
orthogonal toZ thenV is orthogonal to”.

Page 150, # 32: Draw Figure 3.4 to show each subspace for
1 2 10
=(d) - Ga)

Page 151, # 36: Extend Problem 35 tp-dimensional subspadé and a
g-dimensional subspad& of R™. What inequality orp + ¢ guarantees that

V intersectdV in a non-zero vector? These subspaces cannot be orthogo-
nal.

Page 151, # 47: Construct3ax 3 matrix A with no zero entries whose
columns are mutually perpendicular. ComputeA. Why is it a diagonal
matrix.

Page 152, # 49. Why is each of these statements falsg?,(a)l) is per-
pendicular to(1, 1, —2) so the planes +y + z = 0andz +y — 2z = 0

are orthogonal subspaces. (b) The subspace spanngd by, 0,0) and
(0,0,0,1,1) is the orthogonal complement of the subspace spanned by
(1,—1,0,0,0) and(2,—2,3,4,—4). (c) Two subspaces that meet only in
the zero vector are orthogonal.
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Page 152, # 51. Suppose thais 3 x 4, Bis4 x 5andAB = 0. Prove
rank(A) + rank(B) < 4.

Page 157, # 1 (a) Given any two positive numbeendy, choose the vec-
torb = (vz,/y) anda = (\/y,vx). Apply the Schwarz inequality to
compare the arithmetic medn + y) /2 with the geometric meagyzy. (b)
Suppose we start with a vector from the origin to the peirdnd then add
a vector of length|y|| connectingr to « + y. The third side of the triangle
goes from the origin ta: + y. The triangle inequality asserts that this dis-
tance cannot be greater than the sum of the first o+ y|| < ||z||+]|y]|-
After squaring both sides, and expandifg+ y) (z + y), reduce this to
the Schwarz inequality.

Page 158, # 9: Square the matfix= aa’ /a’a, which projects onto a line,
and show thaf? = P. (Note the numbe#”a in the middle of the matrix
aa’aa”.

Page 158, # 10: Is the projection matfixinvertible? Why or why not?

Page 158, # 12: Find the matrix that projects every point in the line plane
onto the liner + 2y = 0.

Page 158, #13: Prove that ttraceof P = aa’ /a’ a — which is the sum of
its diagonal entries — always equals 1.

Page 159, # 15: Show that the length4f equals the length ofi” z if
AAT = AT A.

Page 159, #17: Project the vectoonto the line througlr. Check that is

1 1 1
perpendicularta: (@)b=| 2 Janda=| 1 |;(b)b=1| 3 | and
2 1 1
—1
a = -3
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Page 170, #6: Find the projectionipbnto the column space of:

11 1
A= 1 1], b=12]. (1)
—2 4 7

Split b into p + ¢ with p in the column space angperpendicular to that
space. Which of the four subspaces contalhs

Page 171, #13: Find the best straight-line fit (least squares) to the measure-
mentsb = 4 att = —2,b=3 att = —1,b= 1 att = 0 andb = 0 att = 2.
Then find the projection df = (4, 3,1,0)” onto the column space of

1 -2
1 -1

A=1, 4 |- (2)
1 2

Page 185, # 2: Projeét= (0, 3,0) onto each of the orthonormal vectors
a; = (2/3,2/3,—1/3) anday = (—1/3,2/3,2/3), and then find its projec-
tion p onto the plane of; andas.

Page 186, # 3: Find also the projectiorbef (0, 3,0) ontoas = (2/3,—1/3,2/3),
and add the three projections (see previous problem). Why4sa,a? +
asal + azal equal tol?

Page 186, # 9: If the vectors, ¢-, g3 are orthonormal, what combination
of ¢; andq, is closest taj;?

1
Page 186, # 13: Apply the Gram-Schmidt process te 11,6 =
0
1 1
0 |,e=1| 1 |,andwrite the resultin the ford = QR.
1 1

Page 187, # 21: What is the closest functiams = + b sin x to the function
f(z) = sin2z on the interval from—7 to #? What is the closest straight
line c + dz?
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Page 187, # 24: Find the fourth Legendre polynomial. It is a cubie¢
ax® + bz + c that is orthogonal td, = and2? — 3 over the interval-1 <
z <1.

Page 188, # 31: True or false (give an example in either cas&) (ais an
orthogonal matrix wher® is an orthogonal matrix; (b) I (a3 x 2 matrix)
has orthonormal columns théjd)z|| always equal$z||.
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4. CHAPTER4: DETERMINANTS
Page 206, # 1: If & x 4 matrix hasdet A = 1/2, find det(2A), det(—A),
det(A?) anddet(A™1).

Page 206, # 4: By applying row operations to produce an upper triangular
U, compute

1 2 =20 2 -1 0 0
2 3 —41 -1 2 -1 0
-1 =2 0 2| 0o -1 2 -1
0 2 5 3 0O 0 -1 -2

Page 207, # 10: If) is an orthogonal matrix, so that’ () = I, prove that
det @ = +1. What kind of box is formed from the rows (or columns)@?

Page 208, # 12: Use row operations to verify thatthe3 “Vandermonde
determinant” is

2

v | = (b—a)(c—a)(c—0b).

1
1
1 2

o o

Page 208, # 14: True or false, with a reason if true and a counterexam-
ple if false. (a) If A and B are identical except thdt; = 2a;;, then
det B = 2det A. (b) The determinant is the product of the pivots. (cjIf
is invertible andB is singular, theml + B is invertible. (d) IfA is invertible
andB is singular them B is singular. (e) The determinaAtB— B A is zero.

Page 208, #19: Suppose tliab = — D', and find the flaw in the follow-
ing argument: Taking determinants givés C' det D = — det D det C', so
eitherdet C = 0 ordet D = 0. ThusCD = —DC'is possible only ifC or
D is singular.

Page 209, # 26: I#;; isi - j, show thatlet A = 0 (except whemd = (1)).

Page 210, # 30: Show that the partial derivativetn@diet a) give A~ if
f(a,b,¢c,d) = In(ad — be) then

e <8f/8a 8f/8c>
= \af/ov afjod )



HOMEWORK PROBLEMS FROM STRANG'S.INEAR ALGEBRA AND ITS APPLICATION&TH EDITIONS

Page 215, # 3: True or false? (a) The determinanf ofAS equals the
determinant ofd. (b) If det A = 0 then at least one of the cofactors must
be zero. (c) A matrix whose entries are 0’'s and 1's has determinant O, 1 or
-1.

Page 215, # 4 (a) Find thelU factorization, the pivots and the determinant
of the4 x 4 matrix whose entries arg; = min(¢, j). (Write out the matrix.)
(b) Find the determinant if;; = min(n;, n;), wheren; = 2,n, = 6,n3 =8
andn, = 10. Can you give a general rule for any < ns < nsg < ns?

Page 215, # 6: Supposg, is then x n tridiagonal matrix with 1’s on the
three diagonals:

. 110
A = (1), A2:<1 1), Ay =111, .
01 1

Let D, = det A,,; we want to find it. (a) Expand in cofactors along the
first row to show thatD,, = D, 1 — D,,_,. (b) Starting fromD; = 1 and
D, = 0, find D3, ..., Dg. By noticing how these numbers cycle around
(with what period?), findDggg.

Page 216, #9: How many multiplications to find anx n determinant
from (a) the big formula (6)det A = )", pi,(a10a25 - - - an,) det P; (D)

the cofactor formula (10), building from the count far— 1: det A =

anCii + - - - + ai»n Ciy, Where the cofactaf’;; is the determinant alZ;; with

the correct sign (delete roinand columny: C;; = (—1)"*7 det M;;); (c) the
product of pivots formula (including the elimination steps).

Page 217, # 18: Place the smallest number of zerostix a matrix that
will guaranteelet A = 0. Place as many zeros as possible while still allow-
ing det A # 0.

Page 218, #28: The x n determinant’,, has 1’'s above and below the main
diagonal:

01
01:’0|702:'10

£

I
O = O
_ o
o = O
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(a) What are the determinant§, Cs, Cs3, C,? (b) By cofactors find the re-
lation betweer(,, andC,,_; andC,,_». Find Cyj.

Page 219, # 34: WitB x 2 blocks, you cannot always use block determi-
nants!

A B
0 D

(a) Why is the first statement true? SomehBvdoes not enter. (b) Show
by example that the first equality fails (as shown) wlkéanters. (c) Show
by example that the answeéet(AD — CB) is also wrong.

= |Al[D],  but

A B
3 | # 1IDl-icyp.

Page 227, # 16Quick proof of Cramer’s ruleThe determinant is a linear
function of column 1. Itis zero if two columns are equal. Witea Az =
T1a1 + T2a9 + x303 gOESs into column 1 to produde;, the determinant is

’bCLQCLg’ = \x1a1+m2a2+$3a3a2a3| = .771’@1@2&3’ = I det A.

(a) What formula forr; comes from the left side equals the right side? (b)
What steps lead to the middle equation?

Page 228, # 32: If the columns ofdax 4 matrix have lengthd., Lo, L3
andL,, what is the largest possible value of the determinant (based on vol-
ume)? If all entries are 1 or -1, what are those lengths and the maximum
determinant?

Page 230, #4.5: If the entries dfand A~! are integers, how do you know
that both determinants are 1 or -iHht: What isdet A timesdet A=1?

Page 230, # 4.9: IP, is an even permutation matrix ard is odd, deduce
fromP1+P2:Pl(PlT—i—PQT)Pchatdet(P1+P2) = 0.

Page 231, # 4.16: The circular shift permute2, ..., n)into (2,3,...,1).
What is the corresponding permutation matfiand (depending on) what
is its determinant?



HOMEWORK PROBLEMS FROM STRANG'S.INEAR ALGEBRA AND ITS APPLICATION&TH EDITIONY

5. CHAPTERS: EIGENVALUES AND EIGENVECTORS
—1
4

Verify that the trace equals the sum of the eigenvalues and the determinant
equals their product.

Page 240, # 1: Find the eigenvalues and eigenvecta#s-of ;

Page 241, # 4: Solvéu/dt = Pu, whenP is a projection:

du [ 1/2 1/2 (5
E‘(l/Q 1/2)“7 “(0>_<3)‘
Part ofu(0) increases exponentially while the nullspace part stays fixed.

Page 241, # 6. Give an example to show that the eigenvalues can be changed
when a multiple of one row is subtracted from another. Why is a zero eigen-
valuenot changed by the steps of elimination?

Page 242, # 14: Find the rank and all four eigenvalues for both the matrix
of ones and the checkboard matrix:

1111 010 1
1111 1010
A=1171111 “=lo101
1111 1010

Which eigenvectors correspond to nonzero eigenvalues?

Page 242, # 18: Supposkhas eigenvalues 0, 3 and 5 with corresponding
independent eigenvectorsv, andw. (a) Give a basis for the nullspace and
a basis for the column space. (b) Find a particular solutiofute= v + w.
Find all solutions. (c) Show thatz = « has no solution. (If it had a solu-
tion, then_ would be in the column space.)

Page 243, # 26: Solwéet(Q — AI) = 0 by the quadratic formula to reach

A =cosf E£isinb:
cosf@ —sinf
Q = (sin@ cos )

rotates thery-plane by the anglé. Find the eigenvectors @ by solving
(Q — M)z = 0. Usei* = —1.

Page 244, # 39ts there a real2 x 2 matrix (other thanl) with A% = I?
Its eigenvalues must satisf} = 1. They can be*™/? ande~2"/3. What
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trace and determinant would give this? Constrdict

Page 244, # 40: There are Six 3 permutation matrice®. What numbers
can be thaleterminanof P? What numbers can lggvots? What numbers
can be thdrace of P? Whatfour numbersan be eigenvalues @t?

Page 250, #1: Factor the following matrices istdS—!:
11 2 1
A:<11)7A:(00)'

4 3
2 1

Page 251, # 9: Show by direct calculation tdd® and BA have the same
trace when

Page 250, #7: IfA = ( ) find A% by diagonalizingA.

Deduce thatd B — BA = [ is impossible (except in infinite dimensions).

Page 251, #19: True or false: if thecolumns ofS (eigenvectors ofd)
are independent, then (&) is invertible; (b) A is diagonalizable; (cy is
invertible; (d).S is diagonalizable.

Page 252, #25: True or false: if the eigenvaluesiddre 2, 2, 5 then the
matrix is certainly (a) invertible; (b) diagonalizable; (c) not diagonalizable.

Page 254, #44: 11 is 5 x 5, then AB — BA is the zero matrix gives 25
equations for the 25 entries 8. Show the25 x 25 matrix is singular by
noticing a simple non-zero solutids.

Page 263, #8. Suppose there is an epidemic in which every month half of
those who are well become sick, and a quarter of those who are sick become
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dead. Find the steady state solution to the corresponding Markov process

dk?-i—l 1 1/4 O dk
se1 | = | 0 3/4 172 S5
Wit 0 0 1/2 w

Page 264, # 15: Il is a Markov matrix, show that the sum of the compo-
nents ofAx equals the sum of the componentsoDeduce that ifdx = Az
with A # 1, the components of the eigenvector add to zero.

Page 265, # 19: Multiplying term by term, check that- A)(7 + A+ A? +
---) = I. This series represents — A)~'. It is nonnegative when! is
nonnegative, provided it has a finite sum; the condition for that,ig < 1.
Add up the infinite series, and confirm that it equals— A)~!, for the
consumption matrix

I

I
o OO
O O =
O = =

which has)\.x < 1.

Page 266, # 29: The powert® approach zero if all\;] < 1, and they
blow up if any [\;|] > 1. Peter Lax gives four striking examples in his
: 3 2 5 7
bookLinear Algebra A = ( 1 4 ) B =32-5-3,C = ( 3 4 )
i) 6.9 1024 700 1024 1-24
D = 5 4 , Where||A'9%%|| > 10™°, B'%** = I, C = —C,
|| D19%4]| < 10~". Find the eigenvalues = ¢ of B andC to show that

B*=TandC?® = —1I.

Page 275, # 1: Following the first example in this section, find the eigenval-

ues and eigenvectors, and the exponeatiglforA = ( _11 _11 >

Page 276, #4: I is a projection matrix, show from the infinite series that
el ~ T +2718P.
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Page 276, # 6: The higher order equatign+ y = 0 can be written as a
first-order system by introducing the velocijyas another unknown:

i(r)-(0)-(%)

If this is du/dt = Au, what is the2 x 2 matrix A? Find its eigenvalues and
eigenvectors, and compute the solution that starts fr@gmn= 2, ¢'(0) = 0.

Page 279, # 38. Generally'c? is different frome®e4. They are both
different from e+ (in general). Check this wittd = ( L1 ) and

0 0
0 -1
5=(0 3 )

Page 280, # 41: Give two reasons why the matrix exponentiak never
singular: (a) write its inverse; (b) write its eigenvalues:Aif = Az then
ety = x.

Page 290, #12: Give a reason if true or a counterexample if false: £8) if
is Hermitian thenA + <1 is invertible; (b) if @ is orthogonal theid) + %I is
invertible; (c) if A is real thenA + i1 is invertible.

Page 291, # 21: Describe 8l 3 matrices that are simultaneously Hermit-
ian, unitary and diagonal. How many are there?

Page 292, #41: Il = R + iS is a Hermitian matrix, are the real matrices
R andS symmetric?

Page 292, # 44: How are the eigenvaluesiéf (square matrix) related to
the eigenvalues ofl?

Page 304, #24a: Show by direct multiplication that every triangular ma-
trix 7', say3 x 3, satisfies its own characteristic equati@fi: — \,/)(7" —
Mo I)(T — \sI) = 0.
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Page 304, # 30: Showl and B are similar by findingM/ so thatB =
10 01 11
—1 . _ _ . _
M—AM: (a) A = (1 0),B— (0 1),(b)A— (1 1),

1 -1 12 43
B:(—1 1 );(C)A:(?) 4)’32(2 1)'

Page 304, # 32: There are 26< 2 matrices whose entries are 0's and 1’s.
Similar matrices go into the same family. How many families? How many
matrices (total of 16) in each family?

Page 304, # 34: 1A and B have exactly the same eigenvalues and eigenvec-
tors, doesA = B? With n independent eigenvectors, we do haie= B.

Find A # B when\ = 0,0 (repeated), but there is only one line of eigen-
vectors(z, 0).

Page 305, # 42: ProvéB and BA have the same eigenvalues.

Page 307, # 5.5: Does there exist a mattisuch that the entire family
A + cl is invertible for all complex numbers? Find a real matribxd with
A + rI invertible for all realr.

Page 308,# 5.11: IP is the matrix that project®” onto a subspacg, ex-
plain why every vector irf is an eigenvector, and so is every vectosin
What are the eigenvalues? (Note the connectioR*e= P, which means
that\? = \.)

Page 308, # 5.12: Show that every matrix of order greater than 1 is the sum
of two singular matrices.

Page 309, # 5.25: (a) Find a non-zero mafkixsuch thatN? = 0. (b) If
Nz = Az show that\ = 0. (c) Prove thatV (called a nilpotent matrix)
cannot be symmetric.

Page 309, # 5.30: What is the limit &s— oo (the Markov steady state) of

(23)(b)
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6. CHAPTERG6: POSITIVE DEFINITE MATRICES

Page 316, #1: The quadrati¢z,y) = =% + 4xy + 2y* has a saddle point
at the origin, despite the fact that its coefficients are positive. Wi(itey)
as the difference of two squares.

Page 316, #4: Decide between a minimum, maximum or saddle point for
the following functions: (af'(z,y) = —1 + 4(e® — x) — Hxsiny + 6y at

the pointz = y = 0; (b) F(z,y) = (z* — 2z) cos y, with stationary point at

x =1andy = .

a

Page 316, #8: IA = b

for positive definiteness.

b ) is positive definite, testi—! = ( P4 >
C q r

Page 326, #1: For what range of numbeendb are the matricesl andB
positive definite:

a 2 2 124
A=|2a2]|, B=[21b 8 ?3)
2 2 a 487

Page 329, #26: Draw the titled ellipsé + zy + y? = 1 and find the half-
lengths of its axes from the eigenvalues of the corresponding

Page 330, #37: I€’ is non-singular, show that andC? AC have the same
rank. Thus they have the same number of zero eigenvalues.

Page 330: #43: A group of non-singular matrices includ&sand A" if it
includesA and B (products and inverses stay in the group). Which of these
sets are groups: (a) positive definite symmetric matritet) orthogonal
matrices?; (c) all exponentialg’* of a fixed matrixA; (d) matricesP with
positive eigenvalues; (e) matricés with determinantl. Invent a group
containing only positive definite matrices.

Page 345, #5: For any symmetric matrix compute the ratidz(x) for the
special choicer = (1,1,...,1)". How is the sum of all entries;; related
to A\; and),,?
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Page 345, #7: 1B is positive definite, show from the Rayleigh quotient that
the smallest eigenvalue df+ B is larger than the smallest eigenvaluetof

Page 345, #8: Ii\; andy, are the smallest eigenvalues 4fand B, show
that the smallest eigenvalde of A + B is at least as large as + ;. (Try
the corresponding eigenvectoin the Rayleigh quotients.)

Note: Problems 7 and 8 are perhaps the most typical and most important
results that come easily from Rayleigh’s principle, but only with great dif-
ficulty from the eigenvalue equations themselves.

Page 346, #16 (recommended): L&te then x n matrix such that the
upper(n — 1) x (n — 1) block is all zeros, the lastrow is 2, ..., » and the
last columniisl, 2, ..., n. Decide the signs of the eigenvalues.

7. CHAPTER 7: COMPUTATIONS WITH MATRICES
Page 357, #3: Explain whyABz|| < ||Al| - ||B|| - ||x||, and deduce from
|A]| = max, [|Az||/||z|| that||AB|| < ||A]| - ||B||. Show that this also
impliesc(AB) < ¢(A)c(B).

Page 357, #4: For the positive defini e_2 , compute||A7Y| =

-1
1 2
1/A1, [|A]| = A2 andce(A) = Ay/A;. Find a right-hand sidé and a pertur-
bationdb such that the error is worst possiblglz||/||z|| = ¢||0b]|/|]b]]-

Page 357, #9: Show thatiax |\| is not a true norm by finding a x 2
counterexample t0,,.x (A + B) < Anax(A) + Amax(B) and A\ (AB) <
AmaX("4))\max(£g)-

Page 358, #18: Thé' norm is||z||y = || + |z2| + -+ + |z,]. The
(> norm is||z||« = max|z;|. Compute||x||, ||z||1,]||z||« for the vectors
(1,1,1,1,1) and(.1,.7,.3, 4, .5).

Page 358, #19: Prove thgt||. < ||z|| < ||z||;. Show from the Cauchy-
Schwarz inequality that the ratiis || /|| || and||z||1/||x|| are never larger
than./n. Which vector(x, ..., x,,) gives ratios equal t§/n?
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Page 358, #20: All vector norms must satisfy the triangle inequality. Prove
that|z + yllo < [1#]loc + [[ylleo @andjz + yl|1 < (||l + [y]]1-

Page 365, #1: For the matri _21 _2 with eigenvalues\; = 1 and
Ao = 3, apply the power method + £ + 1 = Awy three times to the initial
guessiuy = ( (1) ) What is the limiting vectof:,?

4, )» compare three

inverse power steps to one shifted step wite: ul Aug/ud ug:

- 121 -
Uprr = Ay = 5(1 2>uk or u= (A—al)lu. (4)

Page 366, #2: For the sameand initial guess,, = ( 3

The limiting vectoru,, is now a multiple of the other eigenvectér} )

9 3

Page 366, #4: The Markov matrix = ( |7

) has)\ = 1 and.6, and

.25

of A~!. What does the inverse power method, = A", converge to
(after you multiply by.6*)?

the power method;, = A*u, converges tc( o ) Find the eigenvectors



