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Chapter 1

Introduction to the Circle Method

The Circle Method is a beautiful idea for investigating many problems in additive number theory. It
originated in investigations by Hardy and Ramanujan ([HR],1918) on the partition functionP (n). We
start our study of the Circle Method in §1.1 by reviewing the basic properties ofP (n) via generating
functions, and then exploring generating functions of a variety of problems. In §1.2 we state the main
ideas of the Circle Method, and then in §1.3 we sketch its applications to writing numbers as the sums of
primes. We then perform the detailed analysis, handling most of the technicalities, for Germain primes in
Chapter 2.

Our goal is to describe the key features of the Circle Methodwithout handling all of the technical
complications that arise in its use; we refer the reader to the excellent books [EE, Na] for complete
details. We highlight the main ideas and needed ingredients for its application, and describe the types of
problems it either solves or predicts the answer.

1.1 Origins

In this section we study various problems of additive number theory that motivated the development of
the Circle Method. For example, consider the problem of writingn as a sum ofs perfectk-powers. If
k = 1, we have seen a combinatorial solution (see §?? and Lemma??): the number of ways of writingn
as a sum ofs non-negative integers is

(
n+s−1

s−1

)
. Unfortunately, this argument does not generalize to higher

k (it is easy to partition a set intos subsets; it is not clear how to partition it intos subsets where the
number of elements in each subset is a perfect square). There is another method, an analytical approach,
which solves thek = 1 case and can be generalized.

For |x| < 1, define thegenerating function

f(x) =
∞∑

m=0

xm =
1

1− x
. (1.1)
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Let r1,s(n) denote the number of solutions tom1 + · · ·+ms = n where eachmi is a non-negative integer.
We claim

f(x)s =

(
∞∑

m1=0

xm1

)
· · ·

(
∞∑

ms=0

xms

)
=

∞∑
n=0

r1,s(n)xn. (1.2)

This follows by expanding the product in (1.1). We have terms such asxm1 · · ·xms , which isxm1+···+ms =
xn for somen. Assuming everything converges, when we expand the product we obtainxn many times,
once for each choice ofm1, . . . ,ms that adds ton. Thus the coefficient ofxn in the expansion isr1,s(m).
On the other hand, we have

f(x)s =

(
1

1− x

)s

=
1

(s− 1)!

ds−1

dxs−1

1

1− x
. (1.3)

Substituting the geometric series expansion for1
1−x

gives

f(x)s =
1

(s− 1)!

ds−1

dxs−1

∞∑
n=0

xn =
∞∑

n=0

(
n + s− 1

s− 1

)
xn, (1.4)

which yieldsr1,s(n) =
(

n+s−1
s−1

)
. It is this second method of proof that we generalize. Below we describe

a variety of problems and show how to find their generating functions. In most cases, exact formulas such
as (1.3) are unavailable; we develop sufficient machinery to analyze the generating functions in a more
general setting.

Exercise 1.1.1.Justify the arguments above. Show all series converge, and prove(1.3)and (1.4).

1.1.1 Partitions

We describe several problems where we can identify the generating functions. Forn ∈ N, P (n) is the
partition function , the number of ways of writingn as a sum of positive integers where we do not
distinguish re-orderings. For example, ifn = 4 then

4 = 4

= 3 + 1

= 2 + 2

= 2 + 1 + 1

= 1 + 1 + 1 + 1, (1.5)

andP (4) = 5. Note we do not count both3 + 1 and1 + 3. If we add the requirement that no two parts
can be equal, there are only two ways to partition4: 4 and3 + 1.
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Proposition 1.1.2 (Euler). We have as an identity of formal power series

F (x) =
1

(1− x)(1− x2)(1− x3) · · ·
= 1 +

∞∑
n=1

P (n)xn. (1.6)

An identity of formal power series means that, without worrying about convergence, the two sides
have the same coefficients ofxn for all n. For this example, if we use the geometric series expansion
on each 1

(1−xk)
and then collect terms with the same power ofx, we would have the series on the right;

however, we do not know that the series on the right is finite for anyx.

Exercise 1.1.3.Prove the above proposition. Do the product or series converge for anyx > 0? Hint: the
combinatorial bounds from §??might be a useful starting point.

F (x) is called the generating function of the partition function. Iff(n) is an arithmetic function (see
Chapter??), we can associate a generating function tof through a power series:

Ff (x) = 1 +
∞∑

n=1

f(n)xn. (1.7)

Exercise 1.1.4. 1. Fix m ∈ N. For eachn, let pm(n) be the number of partitions ofn into numbers
less than or equal to the given numberm. Show that

1

(1− x)(1− x2) · · · (1− xm)
= 1 +

∞∑
n=1

pm(n)xn. (1.8)

Does the series converge for anyx > 0?

2. Show that

(1 + x)(1 + x2)(1 + x3) · · · = 1 +
∞∑

n=1

q(n)xn. (1.9)

whereq(n) is the number of partitions ofn into non-equal parts. Does this series converge for any
x > 0?

3. Give similar interpretations for

1

(1− x)(1− x3)(1− x5) · · ·
(1.10)

and
(1 + x2)(1 + x4)(1 + x6) · · · . (1.11)

Do these products converge for anyx > 0?
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One can use generating functions to obtain interesting properties of the partition functions:

Proposition 1.1.5.Letn ∈ N. The number of partitions ofn into unequal parts is equal to the number of
partitions ofn into odd numbers.

Exercise 1.1.6.Prove Proposition 1.1.5.Hint:

(1 + x)(1 + x2)(1 + x3) · · · =
1− x2

1− x

1− x4

1− x2

1− x6

1− x3
· · · (1.12)

=
1

(1− x)(1− x3)(1− x5) · · ·
. (1.13)

For more examples of this nature, see Chapter XIX of [HW].
So far, we have studied power series expansions where the coefficients are related to the function we

want to study. We now consider more quantitative questions. Is there a simple formula forP (n)? How
rapidly doesP (n) grow asn →∞? Using the Circle Method, Hardy and Ramanujan showed that

P (n) ∼ eπ
√

2n/3

4n
√

3
. (1.14)

We prove similar results for other additive problems.

1.1.2 Waring’s Problem

It is useful to think of the partition problem in §1.1.1 as the study of the number of ways that a given
numbern can be written as a sum ∑

i

nk
i (1.15)

for k = 1, with the number of terms ranging fromn (when eachni = 1) to 1 (whenn1 = n). See also
§??. We can now formulate the following question:

Question 1.1.7.Letk ∈ N. LetPk(n) be the number of ways thatn can be written as the sum of perfect
kth powers. Can one calculatePk(n)?

It is clear that for alln, Pn(n) is non-zero asn can be written as the sum ofn ones. There is a
striking difference between this case and the problem ofP (n) in §1.1.1. The difference is that ifn is a
natural number andm < n, then one can easily write a partition ofn into m numbers. For higher powers,
however, this is false; in fact not true even fork = 2. For example,3 cannot be written as the sum of two
squares. Hence we ask the following questions:
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Question 1.1.8 (Waring’s Problem).Let k ∈ N. What is the smallest numbers such that every natural
number can be written as the sum of at mosts perfectkth powers? Does such ans exist? Ifs exists, how
doess depend onk?

These questions can easily be translated to questions involving appropriate generating functions, as
we now explain. For Question 1.1.7, we easily see that

1 +
∞∑

n=1

Pk(n)xn =
1

(1− x1k)(1− x2k)(1− x3k) · · ·
; (1.16)

however, this expansion is only useful if we can use it to calculate thePk(n)s. For Question 1.1.8, consider
the auxiliary function

Qk(x) =
∞∑

n=0

xnk

. (1.17)

As an identity of formal power series, we have

Qk(x)s = 1 +
∞∑

n=1

a(n; k, s)xn, (1.18)

wherea(n; k, s) is the number of ways to writen as a sum of exactlys perfectkth powers.

Exercise 1.1.9.Prove(1.18).

Remark 1.1.10 (Important). So far, all we have done is to use generating functions to find an equivalent
formulation for the original problem. We must find a good way to determinea(n; k, s).

If we could show that given ak there exists ans such that for alln, a(n; k, s) 6= 0, then we would
have proved every number is the sum ofs perfectkth powers. The smallest suchs, if it exists, is usually
denoted byg(k). In 1770 Waring stated without proof that every natural number is the sum of at most
nine positive perfect cubes, also the sum of at most 19 perfect fourth powers, and so on. It was already
known that every number is a sum of at most four squares. It is usually assumed that Waring believed that
for all k, g(k) exists. Hilbert [Hil] proved Waring’s conjecture in 1909, though his method yielded poor
bounds for the true value ofg(k).

Exercise 1.1.11.Show that no number of the form4k + 3 can be the sum of two squares. Show that no
number of the form4a(8k + 7) is the sum of three squares. This exercise shows that we cannot write all
sufficiently large numbers as the sum of three squares.

Exercise 1.1.12.Let nk = 2k
[(

3
2

)k] − 1. How many perfectkth powers are needed to representnk as a

sum ofkth powers? Conclude thatg(k) ≥ 2k +
[(

3
2

)k]− 2. This givesg(2) ≥ 4, g(3) ≥ 9, g(4) ≥ 19, ....
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Exercise 1.1.13.Using density arguments, we can often prove certain problems have no solutions. Show
there are not enough perfect squares to write any (large) number as the sum of two squares. Use this
method to determine a lower bound for how many perfectkth powers are needed for eachk.

Let us concentrate ong(2) = 4. As we now know that infinitely many numbers cannot be the sum of
three squares, we need to show that every natural number can be written as a sum of four squares. There
are many proofs of this important fact, the first of which is due to Lagrange (though it is believed that Dio-
phantus was familiar with the theorem). One proof uses geometric considerations based on Minkowski’s
theorem (see [Ste]). We refer the reader to Chapter XX of [HW] for three interesting proofs of the theo-
rem, as well as [Na]. We are particularly interested in the proof in §20.11 and §20.12 of [HW] which uses
generating functions. We set

θ(x) =
∞∑

m=−∞

xm2

. (1.19)

If r(n) is defined by

θ(x)4 = 1 +
∞∑

n=1

r(n)xn, (1.20)

thenr(n) is equal to the number of representations ofn as the sum of four squares:

r(n) = #{(m1, m2, m3, m4) : mi ∈ Z, n = m2
1 + m2

2 + m2
3 + m2

4}. (1.21)

Here themis are integers, and different permutations of themis are counted as distinct. One can show
that

θ(x)4 = 1 + 8
∞∑

n=1

cnx
n (1.22)

where
cn =

∑
m|n,4-m

m. (1.23)

Thus,r(n) = 8c(n). As cn > 0, this implies that every integer is the sum of four squares.

Exercise 1.1.14.Give exercises sketching proof of claim.

The above is a common feature of such proofs: we show theexistenceof at least one solution by
showing there are many. We provedn is the sum of four squares by actually finding out how many
different waysn is the sum of four squares. In our investigations of other problems, we will argue
similarly.
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1.1.3 Goldbach’s conjecture

Previously we considered the question of determining the smallest number of perfectkth powers needed
to represent all natural numbers as a sum ofkth powers. One can consider the analogous question for
other sets of numbers. Namely, given a setA, is there a numbersA such that every natural number can be
written as a sum of at mostsA elements ofA? A set of natural arithmetic interest is the setP of all prime
numbers. Goldbach, in a letter to Euler (June7, 1742), conjectured that every integer is the sum of three
primes. Euler reformulated this conjecture to every even integer is the sum of two primes.

Exercise 1.1.15.Prove that if every integer is the sum of at most three primes, then every even number
must be the sum of at most two primes. Conversely, show if every even integer is the sum of at most two
primes, every integer is the sum of at most three primes.

To date, Goldbach’s conjecture has been verified for all even numbers up to2 · 1016 (see [Ol]). There
are deep unconditional results in the direction of Goldbach’s conjecture:

1. Shnirel’man provedsP < ∞. The proof is based on an ingenious density argument (see [Na],
Chapter 7).

2. Estermann [Est1] proved that almost every even number is the sum of two primes.

3. Vinogradov showed every large enough odd number is the sum of three primes. We discuss the
proof of Vinogradov’s theorem later. Vinogradov proved his theorem in [Vin1, Vin2], where he
reformulated the Circle Method from the language of complex analysis to that of Fourier series.
[ChWa] has shown that sufficiently large may be taken to beee11.503

.

4. Chen proved every even number is the sum of a prime and a number that is at most the product of
two primes. Chen’s theorem is based on a sieve argument (see [Na], Chapters 9 and 10).

In the next section we describe the key ideas of the Circle Method. This will allow us to approximate
quantities such asa(n; k, s) (see (1.18)). We return to generating function approaches to Goldbach’s
conjecture in §1.3.

1.2 The Circle Method

We explain the key features of the Circle Method. We reinterpret some of the problems discussed in §1.1
in this new language.
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1.2.1 Problems

The Circle Method was devised to deal with additive problems of the following nature:

Problem 1.2.1.Given some subsetA ⊂ N and a positive integers, what natural numbers can be written
as a sum ofs elements ofA, and in how many ways? Explicitly, what is

{a1 + · · ·+ as : ai ∈ A} ∩ N. (1.24)

More generally, one has

Problem 1.2.2.Fix a collection of subsetsA1, . . . , As ⊂ N and study

{a1 + · · ·+ as : ai ∈ Ai} ∩ N. (1.25)

We give several problems where the Circle Method is useful. We confine ourselves to two common
choices forA. The first choice isP , the set of primes:P = {2, 3, 5, 7, 11, . . . }. We denote elements ofP
by p. The second choice isK, the set ofkth powers of non-negative integers;K = {0, 1, 2k, 3k, 4k, . . . }.
We denote elements ofK by nk.

1. ConsiderA = P ands = 2. Thus we are investigating

{p1 + p2 : pi prime} ∩ N. (1.26)

This is Goldbach’s conjecture for even numbers.

2. Again letA = P but now lets = 3. Thus we are investigating

{p1 + p2 + p3 : pi prime} ∩ N. (1.27)

Vinogradov’s theorem asserts that every large enough odd number is included in the intersection.

3. LetA = K and fix a positive integers. We are studying

{nk
1 + · · ·+ nk

s : ni ∈ N} ∩ N. (1.28)

This is Waring’s problem.

4. Let−P = {−2,−3,−5, . . . }. If we considerP − P , we have

{p1 − p2} ∩ N. (1.29)

This tells us which numbers are the differences between primes. A related question is to study how
many pairs(p1, p2) satisfyp1 − p2 = n. If we taken = 2, p1 andp2 are calledtwin primes.
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In the following paragraphs we sketch the main ideas of the Circle Method, first without worrying
about convergence issues, then highlighting where the technicalities lie. In Chapter 2 we work through
all but one of these technicalities for a specific problem; the remaining technicality for this problem has
resisted analysis to this day. We have chosen to describe an open problem rather than a problem where all
the difficulties can be handled for several reasons. The first is that to handle these technicalities for one
of the standard problems would take us too far afield, and there are several excellent expositions for those
desiring complete detail (see [Da2, EE, Na]). Further, there are numerous open problems where the Circle
Method provides powerful heuristics that agree with experimental investigations; after working through
the problem in Chapter 2 the reader will have no trouble deriving such estimates for additional problems.

1.2.2 Setup

Let us consider Problem 1.2.1. As before, we consider a generating function

FA(x) =
∑
a∈A

xa. (1.30)

Next, we write

FA(x)s =
∞∑

n=1

r(n; s, A)xn. (1.31)

Exercise 1.2.3.Prover(n; s, A) is the number of ways of writingn as a sum ofs elements ofA.

An equivalent formulation of Problem 1.2.1 is the following:

Problem 1.2.4.Determiner(n; s, A).

In order to extract individual coefficients from a power series we have the following standard fact from
complex analysis:

Proposition 1.2.5. 1. Letγ be the unit circle oriented counter-clockwise. Then

1

2πi

∫
γ

zn dz =

{
1 if n = −1;

0 otherwise.
(1.32)

2. LetP (z) =
∑∞

k=0 akz
k be a power series with radius of convergence larger than one. Then

1

2πi

∫
γ

P (z)z−n−1 dz = an. (1.33)
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See §?? for a sketch of the proof, or any book on complex analysis (for example, [Al, La5]). Conse-
quently, ignoring convergence problems yields

r(n; s, A) =
1

2πi

∫
γ

FA(z)sz−n−1 dz. (1.34)

Definition 1.2.6 (e(x)). We set
e(x) = e2πix. (1.35)

Exercise 1.2.7.Letm,n ∈ Z. Prove∫ 1

0

e(nx)e(−mx)dx =

{
1 if n = m;

0 otherwise.
(1.36)

An alternative, but equivalent, formulation is to consider a different generating function forA:

fA(x) =
∑
a∈A

e(ax). (1.37)

Again, ignoring convergence problems,∫ 1

0

fA(x)se(−nx)dx = r(n; s, A). (1.38)

If we can evaluate the above integral, not only will we know whichn can be written as the sum ofs
elements ofA, but we will know in how many ways.

Exercise 1.2.8.Using exercise 1.2.7, prove(1.38).

1.2.3 Convergence Issues

The additive problem considered in Problem 1.2.1 is interesting only ifA is infinite; otherwise, we can
just enumeratea1 + · · ·+as in a finite number of steps. IfA is infinite, the defining sum for the generating
functionfA(x) need not converge, or may not have a large enough radius of convergence. For eachN ,
define

AN = {a ∈ A : a ≤ N} = A ∩ {0, 1, . . . , N}. (1.39)

Note theANs are an increasing sequence of subsets

AN ⊂ AN+1, (1.40)
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and
lim

N→∞
AN = A. (1.41)

For eachN , we consider the truncated generating function attached toAN :

fN(x) =
∑

a∈AN

e(ax). (1.42)

As fN(x) is a finite sum, all the convergence issues vanish. A similar argument as before yields

fN(x)s =
∑

n≤sN

rN(n; s, A)e(nx), (1.43)

except now we haverN(n; s, A), which is the number of ways of writingn as the sum ofs elements ofA
with each element at mostN . If n ≤ N , thenrN(n; s, A) = r(n; s, A), the number of ways of writingn
as the sum ofs elements ofA; notefN(x)s is the generating function for the sum ofs elements (at most
N ) of A

For example, ifA = P (the set of primes),N = 10 ands = 2, thenA10 = P10 = {2, 3, 5, 7}.
An easy calculation givesr10(8; 2, P ) = r(8; 2, P ) = 2. However,r10(14; 2, P ) = 1 (from 7 + 7) but
r(14; 2, P ) = 3 (from 7 + 7, 3 + 11, and11 + 3).

We have shown the following, which is the key re-formulation of these additive problems:

Lemma 1.2.9. If n ≤ N then

r(n; s, A) = rN(n; s, A) =

∫ 1

0

fN(x)se(−nx)dx. (1.44)

However, having an integral expression forrN(n; s, A) is not enough; we must be able toevaluate
the integral (either exactly, or at least bound it away from zero). NotefN(x) has|AN | terms, each term
of absolute value 1. In many problems, for mostx ∈ [0, 1] the size offN(x) is about

√
|AN |, while for

specialx ∈ [0, 1] one hasfN(x) is of size|AN |. The main contribution to the integral is expected to
come fromx wherefN(x) is large, and often this integration can be performed. If we can show that the
contribution of the remainingx is smaller, we will have boundedrN(n; s, A) away from zero.

1.2.4 Major and Minor arcs

The difficultly is evaluating the integral in Lemma 1.2.9. Many successful applications of the Circle
Method proceed in the following manner:

1. Given a setA, we construct a generating functionfN(x) for AN . As fN(x) is a sum of complex
exponentials of size 1, we expect there will often be significant cancellation. See the comments
after Theorem?? for other examples of similar cancellation in number theory.
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2. Split [0, 1] into two disjoint pieces, called theMajor arcs M and theMinor arcs m. Then

r(m; s, A) = rN(m; s, A) =

∫
M

f s
N(x)e(−mx)dx +

∫
m

f s
N(x)e(−mx)dx. (1.45)

The construction ofM andm depend onN and the problem being studied.

3. On the Major arcsM we find a function which, up to lower order terms, agrees withf s
N(x) and is

easily integrated. We then perform the integration, and are left with a contribution over the Major
arcs which is bounded away from zero and is large.

4. One shows that asN → ∞, the Minor arcs’ contribution is of lower order than the Major arcs’
contribution. This implies that forn large, rN(n; s, A) > 0, which proves that largen can be
represented as a sum ofs elements ofA.

The last is the most difficult step. It is often highly non-trivial to obtain the required cancellation over
the Minor arcs. For the problems mentioned, we are able to obtain the needed cancellation forA = P
ands = 3 (every large odd number is the sum of three primes), but notA = P ands = 2; we give some
heuristics in §1.3.7 as to whys = 2 is so much harder thans = 3. For A = K (the set ofkth powers
of integers), we can obtain the desired cancellation fors = s(k) sufficiently large. Hardy and Littlewood
proved we may takes(k) = 2k + 1. Wooley and others have improved this result; however, in general we
expect the result to hold for smallers than the best results to date.

1.2.5 Historical Remark

We briefly comment on the nomenclature: we have been talking about the Circle Method and arcs, yet
there are no circles anywhere in sight! Let us consider an example. Recall from Proposition 1.1.2 that the
generating function for the partition problem is

F (x) =
1

(1− x)(1− x2)(1− x3) · · ·
= 1 +

∞∑
n=1

P (n)xn. (1.46)

By (1.34), and ignoring convergence issues, we need to consider

P (n) =
1

2πi

∫
γ

F (z)z−n−1 dz. (1.47)

The integrand is not defined at any point of the forme(a
q
). The idea is to consider a small arc around each

point e(a
q
). This is where|F (z)| is large. At least intuitively one expects that the integral ofF (z) along

these arcs should be the major part of the integral. Thus, we break the unit circle into two disjoint pieces,
the Major arcs (where we expect the generating function to be large), and the Minor arcs (where we expect
the function to be small). While many problems proceed through generating functions that are sums of
exponentials, as well as integrating over[0, 1] instead of a cirlce, we keep the original terminology.
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1.2.6 Needed Number Theory Results

In our applications of the Circle Method, we need several results concerning prime numbers. These will
be used to analyze the size of the generating function on the Major arcs. As we have seen in §?? and
§??, it is often easier to weight primes bylog p in sums, and then remove these weights through partial
summation. We use the following statements freely (see, for example, [Da2] for proofs). We constantly
use partial summation; the reader is advised to review the material in §??.

Theorem 1.2.10 (Prime Number Theorem).Let π(x) denote the number of primes at mostx. Then
there is a constantc < 1 such that∑

p≤x

log p = x + O
(
x exp(−c

√
log x)

)
. (1.48)

Equivalently, by partial summation we have

π(x) =
∑
p≤x

1 = Li(x) + O
(
x exp(− c

2

√
log x)

)
, (1.49)

where Li(x) is thelogarithmic integral, which for any fixed positive integerk has the Taylor expansion

Li(x) =

∫ x

2

dt

log t
=

x

log x
+

1!x

log2 x
+ · · ·+ (k − 1)!x

logk x
+ O

(
x

logk+1 x

)
. (1.50)

The above is the original version of the Prime Number Theorem. The error term has been strengthened
by Korobov and Vinogradov toO

(
x exp(−cθ

θ
√

log x)
)

for anyθ < 3
5
. All we will need is

π(x) =
x

log x
+ o

(
x

log x

)
,
∑
p≤x

log p = x + o(x). (1.51)

Exercise 1.2.11.Using partial summation, deduce a good estimate forπ(x) from (1.48).

Exercise 1.2.12.Prove(1.50).

Theorem 1.2.13 (Siegel-Walfisz).LetC, B > 0 and leta andq be relatively prime. Then∑
p≤x

p≡a(q)

log p =
x

φ(q)
+ O

(
x

logC x

)
(1.52)

for q ≤ logB x, and the constant above does not depend onx, q or a (i.e., it only depends onC andB).
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One may interpret the Siegel-Walfisz Theorem as saying each residue class has, to first order, the same
number of primes. Explicitly, for a fixedq there areφ(q) numbersa relatively prime toq. Up to lower
order terms each residue class hasπ(x)

φ(q)
primes (see §??, §??). Note the main term is larger than the error

term if we chooseC sufficiently large. If we were to takeq as large asxδ for someδ > 0, then the error
term would exceed the main term; we want to apply this theorem whenq is much smaller thanx. The
choice of the Major arcs is crucially influenced by the error term in the Siegel-Walfsiz Theorem.

1.3 Goldbach’s conjecture revisited

While we discuss the complications from estimating the integral over the Minor arcs below, we do not
give details on actually bounding these integrals; the interested reader should consult [Da2, EE, Est2, Na].
It is our intention to onlyintroducethe reader to the broad brush strokes of this elegant theory.

Unfortunately, such an approach means that at the end of the day, we have not solved the original
problem. We have chosen this approach for several reasons. While the technical details can be formidable,
for many problems these details are beautifully presented in the above (and many other) sources. Further,
there are many applications of the Circle Method where the needed estimates on the Minor arcs are
not known, even assuming powerful conjectures such as the Generalized Riemann Hypothesis. In these
cases, while it is often reasonable to assume that the contribution from the Major arcs is the main term,
one cannot prove such statements. Thus, the techniques we develop are sufficient to allow the reader to
predict the answer for a variety of open problems; these answers can often be tested numerically.

For these reasons, we describe the ideas of the Circle Method for Goldbach’s problem: What are the
Major and Minor arcs? Why do we obtain the necessary cancellation whens = 3 but not whens = 2?
These examples are well known in the literature, and we content ourselves with a very brief introduction.
In Chapter 2 we give a very thorough treatment of another Circle Method problem, Germain primes,
which has applications to cryptography. The techniques for this problem suffice to estimate the Major arc
contributions in many other problems (for example, how many twin primes are there less thanx).

We do not always explicitly compute the error terms below, often confining ourselves to writing the
main term and remarking the correction terms are smaller. As an exercise, the reader is encouraged to
keep track of these errors.

1.3.1 Setup

The Circle Method begins with a choice of a generating function specific to the problem. For analytical
reasons (see remark??and §1.2.6), it is often convenient to analyze the weighted generating function

FN(x) =
∑
p≤N

log p · e(px) (1.53)
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instead offN(x), and pass to the unweighted function by partial summation. One could worked only with
fN(x) (see [Est2], Chapter 3); however, we prefer to useFN(x) as the weights are easily removed and
simplify several formulas. Working analogously as before, to writem as a sum ofs primes leads us to

RN,s(m) =

∫ 1

0

F s
N(x)e(−mx)dx, (1.54)

where now
RN,s(m) =

∑
p1+···+ps=m

pi≤N

log p1 · · · log ps. (1.55)

Exercise 1.3.1.RelateRN,s(m) andrN(m; s, P ). For details, see §2.7.

Thus, if we can showRN,s(m) is positive forN andm sufficiently large, thenr(m; s, P ) is also
positive.

1.3.2 Average Value of|FN(x)|2

We use the little-Oh notation (see definition??). Thus,N +o(N) means the answer isN plus lower order
terms. Recall

FN(x) =
∑
p≤N

log p · e(px) (1.56)

Lemma 1.3.2. |FN(x)| ≤ N + o(N).

Proof. By the Prime Number Theorem, (1.48), we have

|FN(x)| =

∣∣∣∣∣∑
p≤N

log p · e(px)

∣∣∣∣∣ ≤ ∑
p≤N

log p = N + o(N). (1.57)

Lemma 1.3.3.FN(0) = FN(1) = N + o(N), andFN(1
2
) = −N + o(N).

Proof. FN(0) andFN(1) are immediate, ase(p · 1) = 1 for all p. ForFN(1
2
), note

e

(
p · 1

2

)
= eπip =

{
−1 if p is odd

+1 if p is even
(1.58)

As there is only one even prime,

FN

(
1

2

)
= log 2 −

∑
3≤p≤N

log p, (1.59)

and the argument proceeds as before.
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Exercise 1.3.4.How large areFN(1
4
) andFN(3

4
)? How big cano(N) be in Lemma 1.3.3?

ThusFN(x) is occasionally as large asN ; in §1.3.5 we describe thex whereFN(x) is large. We can,
however, show that the average square ofFN(x) is significantly smaller:

Lemma 1.3.5.The average value of|FN(x)|2 is N log N + o(N log N).

Proof. The following trivial observation will be extremely useful in our arguments. Letg(x) be a complex-
valued function, and letg(x) be its complex conjugate. Then|g(x)|2 = g(x)g(x). In our case, as
FN(x) = FN(−x) we have∫ 1

0

|FN(x)|2dx =

∫ 1

0

FN(x)FN(−x)dx

=

∫ 1

0

∑
p≤N

log p · e(px)
∑
q≤N

log q · e(−qx)dx

=
∑
p≤N

∑
q≤N

log p log q

∫ 1

0

e ((p− q)x) dx. (1.60)

By exercise 1.2.7, the integral is 1 ifp = q and 0 otherwise. Therefore the only pairs(p, q) that contribute
are whenp = q, and we have ∫ 1

0

|FN(x)|2dx =
∑
p≤N

log2 p. (1.61)

Using partial summation (see exercise 1.3.9), we can show∑
p≤N

log2 p = N log N + o(N log N). (1.62)

Thus ∫ 1

0

|FN(x)|2dx = N log N + o(N log N). (1.63)

Remark 1.3.6. The above argument is extremely common. The absolute value function is not easy to
work with; however,g(x)g(x) is very tractable (see also §??). In many problems, it is a lot easier to study∫
|g(x)|2 than

∫
|g(x)| or

∫
|g(x)|3.
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Remark 1.3.7 (Philosophy of Square-root Cancellation).The average value of|FN(x)|2 is aboutN log N ,
significantly smaller than the maximum possible value ofN2. Thus, we have almost square-root cancella-
tion on average. In general, if one adds a “random” set ofN numbers of absolute value1, the sum could
be as large asN , but often is at most of size

√
N . For more details and examples, see §??and §??.

Exercise 1.3.8.Investigate the size of
∑p−1

x=0 e2πix2/p for p prime. Hint: rewrite the sum as two sums by
using the Legendre symbol (see §??).

Exercise 1.3.9.Using the Prime Number Theorem and Partial Summation, prove∑
p≤N

log2 p = N log N + o(N log N). (1.64)

1.3.3 Large Values ofFN(x)

For a fixedB, let Q = logB N . Fix a q ≤ Q and ana ≤ q with a andq relatively prime. We evaluate

FN

(
a
q

)
. While on averageFN(x) is of size

√
N log N , for x near sucha

q
we shall see thatFN(x) is large.

FN

(
a

q

)
=

∑
p≤N

log p · e
(

p
a

q

)
. (1.65)

The summands on the right hand side depend weakly onp. Specifically, the exponential terms only depend

onp mod q, which allows us to rewriteFN

(
a
q

)
as a sum over congruence classes:

FN

(
a

q

)
=

q∑
r=1

∑
p≡r(q)
p≤N

log p · e
(

ap

q

)

=

q∑
r=1

∑
p≡r(q)
p≤N

log p · e
(

ar

q

)

=

q∑
r=1

e

(
ar

q

) ∑
p≡r(q)
p≤N

log p. (1.66)

We use the Siegel-Walfisz Theorem to evaluate the sum overp ≡ r mod q. We first remark that we may
assumer andq are relatively prime (see exercise 1.3.10). Briefly, ifp ≡ r mod q, this meansp = αq + r
for someα ∈ N. If r andq have a common factor, there can be at most one primep (namelyr) such
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thatp ≡ r mod q, and this can easily be shown to give a negligible contribution. For anyC > 0, by the
Siegel-Walfisz Theorem ∑

p≡r(q)
p≤N

log p =
N

φ(q)
+ O

(
N

logC N

)
. (1.67)

As φ(q) is at mostq which is at mostlogB N , we see that if we takeC > B then the main term is
significantly greater than the error term. Note the Siegel-Walfisz Theorem would be useless ifq were
large, sayq ≈ N δ. Then the main term would be likeN1−δ, which would be smaller than the error term.
Thus we find

FN

(
a

q

)
=

q∑
r=1

(r,q)=1

e

(
ar

q

)
N

φ(q)
+ O

(
qN

logC N

)

=
N

φ(q)

q∑
r=1

(r,q)=1

e

(
ar

q

)
+ O

(
N

logC−B N

)
. (1.68)

If the sum overr in (1.68) is not too small, thenFN

(
a
q

)
is “approximately” of sizeN

q
, with an error of

size N
logC−B N

. If C > 2B, the main term is significantly larger than the error term, andFN

(
a
q

)
is large.

The Siegel-Walfisz Theorem is our main tools for evaluating the necessary prime sums, and it is useful
only when the error term is less than the main term. Our investigations of the (potential) size ofFN(x)
lead us to the proper definitions for the Major and Minor arcs in §1.3.4.

Exercise 1.3.10.Show the terms withr andq not relatively prime in(1.66)contribute lower order terms.

1.3.4 Definition of the Major and Minor Arcs

We split [0, 1] into two disjoint parts, the Major and the Minor arcs. As|FN(x)|2 is of sizeN log N on
average, there is significant cancellation inFN(x) most of the time. The Major arcs will be a union of
very small intervals centered at rationals with small denominator relative toN . Near these rationals we
can approximateFN(x) very well, andFN(x) will be large (of sizeN ). The Minor arcs will be the rest
of [0, 1], and here we expectFN(x) to be significantly smaller thanN . Obtaining such cancellation in
the series expansion isnot easy – this is the hardest part of the problem. In many cases we are unable
to prove the integral over the Minor arcs is smaller than the contribution from the Major arcs, though we
often believe this is the case, and numerical investigations support such claims.
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Major Arcs

The choice of the Major arcs depend on the problem being investigated. In problems where the Siegel-
Walfisz Theorem is used, the results from §1.3.3 suggest the following choice. LetB > 0, and let
Q = logB N � N . For eachq ∈ {1, 2, . . . , Q} anda ∈ {1, 2, . . . , q} with a andq relatively prime,
consider the set

Ma,q =

{
x ∈ [0, 1] :

∣∣∣∣x− a

q

∣∣∣∣ <
Q

N

}
. (1.69)

We also add in one interval centered at either0 or 1, i.e., the interval (or wrapped-around interval)[
0,

Q

N

)
∪
(

1− Q

N
, 1

]
. (1.70)

Exercise 1.3.11.Show that ifN is large then the Major arcsMa,q are disjoint forq ≤ Q anda ≤ q, a
andq relatively prime.

We define the Major arcs to be the union of the arcsMa,q:

M =

Q⋃
q=1

q⋃
a=1

(a,q)=1

Ma,q, (1.71)

where(a, q) is the greatest common divisor ofa andq.

Remark 1.3.12. As the Major arcs depend onN and B, we should writeMa,q(N, B) andM(N, B);
however, for notational convenience these subscripts are often suppressed.

Exercise 1.3.13.Show|M| ≤ 2Q3

N
. AsQ = logB N , this implies|M| → 0 asN →∞. Thus in the limit

most of[0, 1] is contained in the Minor arcs; the choice of terminology reflects whereFN(x) is large, and
not which subset of[0, 1] is larger.

Note that the above choice for the Major arcs has two advantages. First, recall that we required the
denominatorq to be small relative toN : q ≤ Q = logB N . Once a denominator is small for someN , we
can apply the Siegel-Walfisz Theorem and we can evaluateFN(a

q
) well (see §1.3.3). Second, each Major

arcMa,q has length2Q
N

= 2 logB N
N

; as these intervals are small, we expectFN(x) ≈ FN(a
q
). It should be

possible to estimate the integral overMa,q. Thus, for a fixeda
q
, the size of the arc about it tends to zero

asN tends to infinity, butFN(x) becomes better and better understood in a smaller windows abouta
q
.

Exercise 1.3.14.For largeN , find a good asymptotic formula for|M|.

Exercise 1.3.15.For a fixedB, how large mustN be for the Major arcs to be disjoint?
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Minor Arcs

The Minor arcs,m, are whatever isnot in the Major arcs. Thus,

m = [0, 1]−M. (1.72)

Clearly, asN → ∞ almost all of[0, 1] is in the Minor arcs. The hope is that by staying away from
rationals with small denominator, we will be able to obtain significant cancellation inFN(x).

1.3.5 The Major Arcs and the Singular Series

We are trying to writem as a sum ofs primes. Let us consider the casem = N ands = 3. We have
shown the (weighted) answer is given by∫ 1

0

FN(x)3e(−Nx)dx =
∑

p1,p2,p3≤N
p1+p2+p3=N

log p1 log p2 log p3; (1.73)

the weights can easily be removed by partial summation. We merely sketch what happens now; we handle
a Major arc calculation in full detail in Chapter 2.

First one shows that forx ∈ Ma,q, FN(x) is very close toFN

(
a
q

)
. While one could calculate the

Taylor Series expansion (see §??), in practice it is technically easier to find a function which is non-
constant and agrees withFN(x) atx = a

q
. As the Major arcs are disjoint for largeN ,

∫
M

FN(x)3e(−Nx)dx =

Q∑
q=1

∑
a=1

(a,q)=1

∫
Ma,q

FN(x)3e(−Nx)dx. (1.74)

For heuristic purposes, we approximateFN(x)3e(−Nx) by FN

(
a
q

)3

e
(
−N a

q

)
. After reading Chapter 2

the reader is encouraged to do these calculations correctly. Therefore∫
M

FN(x)3e(−Nx)dx ≈
∫
M

FN

(
a

q

)3

e

(
−N

a

q

)
dx = FN

(
a

q

)3

e

(
−N

a

q

)
· 2Q

N
. (1.75)

In (1.68) we used the Siegel-Walfisz Theorem to evaluateFN

(
a
q

)
. Again, for heuristic purposes we
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suppress the lower order error terms, and find that the contribution from the Major arcs is

∑
p1,p2,p3≤N

p1+p2+p3=N

log p1 log p2 log p3 =
2Q3

N

Q∑
q=1

q∑
a=1

(a,q)=1

 N

φ(q)

q∑
r=1

(r,q)=1

e

(
ar

q

)
3

e

(
−Na

q

)

=

2Q3

Q∑
q=1

1

φ(q)3

q∑
a=1

(a,q)=1

 q∑
r=1

(r,q)=1

e

(
ar

q

)
3

e

(
−Na

q

)N2.(1.76)

To complete the proof, we need to show that what multipliesN2 is positive and not too small. IfN2

were multiplied by 1
N3 , for example, the main term from the Major arcs would be of size1

N
, which could

easily be cancelled by the contribution from the Minor arcs. An elementary analysis often bounds the
factor away from0 and infinity.

Note that, up to factors oflog N (which are important!), the contribution from the Major arcs is of

sizeN2. A more careful analysis, where we do not just replacefN(x)3e(−Nx) with fN(a
q
)3e
(
−N a

q

)
on

Ma,q, would show that the Major arcs contribute

S(N)
N2

2
+ o(N2), (1.77)

with

S(N) =
∞∑

q=1

1

φ(q)3

q∑
a=1

(a,q)=1

 q∑
r=1

(r,q)=1

e

(
ar

q

)
3

e

(
−N

a

q

)
. (1.78)

S(N) is called theSingular Series; in all Circle Method investigations, the contribution from the Major
arcs is given by such a series. The singular series for Germain primes will be discussed in detail in Chapter
2; for complete details on the singular series for sums of three primes, the interested reader should see
[EE, Na]. If we set

cp(N) =

{
p− 1 if p|N
0 otherwise

(1.79)

then one can show

S(N) =
∏

p

(
1− cp(N)

φ(p)3

)
. (1.80)

The product expansion is a much more useful expression for the factor multiplyingN2 than the series
expansion. IfN is odd, there exist constantsc1 andc2 such that

0 < c1 < S(N) < c2 < ∞. (1.81)
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This allows us to conclude the Major arcs’ contribution is of orderN2.
We do not go into great detail concerning the arithmetic properties ofS(N), and content ourselves

with an important observation. IfS(N) > c1 for all N , then the main term will be greater than the error
term forN sufficiently large. CanS(N) ever vanish?

ConsiderN even. Thenc2(N) = 1, φ(2) = 1, and the factor inS(N) corresponding top = 2
vanishes! Thus, for evenN , the main term from the Circle Method is zero. In hindsight, this is not
surprising. Assume an evenN > 6 can be written as the sum of three primes. Exactly one of the primes
must be even (if all or exactly one were odd, thenN would be odd; if all were even,N would be 6).
Therefore, if the Circle Method tells us that we can write an evenN as the sum of three primes, we could
immediately conclude thatN − 2 is the sum of two primes.

The Singular Series “knows” about the difficulty of Goldbach. For many Circle Method problems,
one is able to write the main term from the Major arcs (up to computable constants and factors oflog N )
asS(N)Na, with S(N) a product over primes. The factors at each prime often encode information about
obstructions to solving the original problem. For more on obstructions, see §??.

Exercise 1.3.16.For N odd, show there exist positive constantsc1, c2 (independent ofN ) such that0 <
c1 < S(N) < c2 < ∞.

Exercise 1.3.17.In the spirit of exercise 1.1.13, we sketch a heuristic for the expected average value of
the number of ways of writingn as a sum ofk primes. Considern ∈ [N, 2N ] for N large. Count the
number ofk-tuples of primes withp1 + · · ·+ pk ∈ [N, 2N ]. As there are approximatelyN even numbers
in the interval, deduce the average number of representations for suchn. What if we instead considered
short intervals, such asn ∈ [N, N1−δ] for someδ > 0?

Exercise 1.3.18.Prove (1.78) implies the product representation in(1.80). Hint: many of the sums of
arithmetic functions arise in the Germain prime investigations; see §2.6.

Remark 1.3.19 (Goldbach).If instead we investigate writing even numbers as the sum of two primes,
we would integrateFN(x)2 and obtain a new singular series, saỹS(N). The Major arcs would then
contributeS̃(N)N .
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1.3.6 Contribution from the Minor Arcs

We bound the contribution from the Minor arcs toRN,s(N):∣∣∣∣∫
m

FN(x)3e(−Nx)dx

∣∣∣∣ ≤
∫

m

|FN(x)|3dx

≤
(
max
x∈m

|FN(x)|
)∫

m

|FN(x)|2dx

≤
(
max
x∈m

|FN(x)|
)∫ 1

0

FN(x)FN(−x)dx

≤
(
max
x∈m

|FN(x)|
)

N log N. (1.82)

As the Minor arcs are most of the unit interval, replacing
∫

m
with

∫ 1

0
does not introduce much of an

over-estimation.In order for the Circle Method to succeed, we need a non-trivial, good bound for

max
x∈m

|FN(x)| (1.83)

This is where most of the difficulty arises, showing that there is significant cancellation inFN(x) if we
stay away from rationals with small denominator.We need an estimate such as

max
x∈m

|FN(x)| ≤ N

log1+ε N
, (1.84)

or even

max
x∈m

|FN(x)| � o

(
N

log N

)
. (1.85)

Relative to the average size of|FN(x)|2, which isN log N , this is significantly larger. Unfortunately,
as we have inserted absolute values, it is not enough to bound|FN(x)| on average – we need to obtain a
good bound uniformly inx. We know such a bound cannot be true for allx ∈ [0, 1], becauseFN(x) is
large on the Major arcs! The hope is that ifx is not near a rational with small denominator, we will obtain
moderate cancellation. While this is reasonable to expect, it is not easy to prove; the interested reader
should see [EE, Na]. Following Vinogradov [Vin1, Vin2] one shows

max
x∈m

|FN(x)| � N

logD N
, (1.86)

which allows one to deduce any large odd number is the sum of three primes. While (1.63) gives us
significantly better cancellation on average, telling us that|FN(x)|2 is usually of sizeN , bounds such as
(1.86) are the best we can do if we require the bound to hold forall x ∈ m.
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Exercise 1.3.20.Using the definition of the Minor arcs, bound∣∣∣∣∫ 1

0

|FN(x)2|dx −
∫

m

|FN(x)2|dx

∣∣∣∣ . (1.87)

Show, therefore, that there is little harm in extending the integral of|FN(x)2| to all of [0, 1]. In general,
there is very little loss of information in integrating|FN(x)|2k

.

1.3.7 Why Goldbach’s Conjecture is Hard

We give some arguments which indicate the difficulty of applying the Circle Method to Goldbach’s con-
jecture. To investigateRN,s(N), the number of ways of writingN as the sum ofs primes, we considered
the generating function

FN(x) =
∑
p≤N

log p · e (px) , (1.88)

which led to

RN,s(N) =

∫ 1

0

FN(x)se(−Nx)dx. (1.89)

Remember that the average size of|FN(x)|2 is N log N .
We have seen that, up to logarithms, the contribution from the Major arcs is of sizeN2 for s = 3.

Similar arguments show that the Major arcs contribute on the order ofN s−1 for sums ofs primes. We
now investigate why the Circle Method works fors = 3 but fail for s = 2.

Whens = 3, we can bound the Minor arcs contribution by∣∣∣∣∫
m

FN(x)3e(−Nx)dx

∣∣∣∣ ≤ max
x∈m

|FN(x)|
∫ 1

0

|FN(x)|2dx

≤ max
x∈m

|FN(x)| ·N log N. (1.90)

As the Major arcs contributeS(N)N2, one needs only a small savings on the Minor arcs; Vinogradov’s
bound

max
x∈m

|FN(x)| � N

logD N
. (1.91)

suffices. What goes wrong whens = 2? The Major arcs’ contribution is now expected to be of sizeN .
How should we estimate the contribution from the Minor arcs? We haveFN(x)2e(−Nx). The simplest
estimate to try is to just insert absolute values, which gives∣∣∣∣∫

m

FN(x)2e(−Nx)dx

∣∣∣∣ ≤ ∫ 1

0

|FN(x)|2dx = N. (1.92)
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Note, unfortunately, that this is the same size as the expected contribution from the Major arcs!
We could try pulling amaxx∈m |FN(x)| outside the integral, and hope to get a good saving (pulling

out |FN(x)|2 clearly cannot work as the maximum of this is at leastN log N ). The problem is this leaves
us with

∫
m
|FN(x)|dx. As FN(x) on average is of size

√
N log N (this is not quite right: we have only

shown|FN(x)|2 on average isN log N ; however, let us ignore this complication and see what bound we
obtain), replacing|FN(x)| in the integral with its average value leads us to∣∣∣∣∫

m

FN(x)2e(−Nx)dx

∣∣∣∣ ≤ max
x∈m

|FN(x)| ·
√

N log N. (1.93)

As the Major arcs’ contribution is of sizeN , we would need

max
x∈m

|FN(x)| � o

(√
N

log N

)
. (1.94)

There is no chance of such cancellation; this is better than square-root cancellation, and contradicts the
average value of|FN(x)|2 from (1.63).

Another approach is to use the Cauchy-Schwarz Inequality (see Lemma??):∫ 1

0

|f(x)g(x)|dx ≤
(∫ 1

0

|f(x)|2dx

) 1
2

·
(∫ 1

0

|g(x)|2dx

) 1
2

. (1.95)

Thus ∣∣∣∣∫
m

FN(x)2e(−mx)dx

∣∣∣∣ ≤ max
x∈m

|FN(x)|
∫ 1

0

|FN(x)|dx

≤ max
x∈m

|FN(x)|
(∫ 1

0

|FN(x)|2dx

) 1
2

·
(∫ 1

0

12dx

) 1
2

≤ max
x∈m

|FN(x)| · (N log N)
1
2 · 1. (1.96)

Unfortunately, this is the same bound as (1.93), which was too large.

Remark 1.3.21. Even though it failed, it was a good idea to use the Cauchy-Schwartz inequality. The
reason is we are integrating over a finite interval; thus

∫ 1

0
12dx is harmless; if the size of the interval

depended onN (or was all ofR), applying Cauchy-Schwartz might be a mistake.

While the above sketch shows the Circle Method is not, at present, powerful enough to handle the
Minor arcs’ contribution, all is not lost. The quantity weneedto bound is∣∣∣∣∫

m

FN(x)2e(−mx)dx

∣∣∣∣ . (1.97)
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However, we have instead been studying∫
m

|FN(x)|2dx (1.98)

and

max
x∈m

|FN(x)|
∫ 1

0

|FN(x)|dx. (1.99)

We are ignoring the probable oscillation and cancellation in the integral
∫

m
FN(x)2e(−mx)dx. It is this

expected cancellation that would lead to the Minor arcs contributing significantly less than the Major arcs.
However, showing there is cancellation in the above integral is very difficult. It is a lot easier to work

with absolute values. Further, just because we cannot prove that the Minor Arc contribution is small, does
not mean the Circle Method is not useful. Numerical simulations confirm, for many problems, that the
Minor arcs do not contribute for manyN . For example, forN ≤ 109, the observed values are in excellent
agreement with the Major arc predictions (see [Ci, Sch, Weir]).ADD DATA??
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Chapter 2

Circle Method: Heuristics for Germain Primes

We apply the Circle Method to investigate Germain primes. As current techniques are unable to ade-
quately bound the Minor arc contributions, we concentrate on the Major arcs, where we perform the cal-
culations in great detail The methods of this chapter immediately generalize to other standard problems,
such as investigating twin primes or prime tuples.

We have chosen to describe the Circle Method for Germain primes as this problem highlights many
of the complications that arise in applications. Unlike the previous investigations of writingN as a sum
of s primes, our generating functionFN(x) is the product of two different generating functions. To
approximateFN(x) on the Major arcMa,q, we could try to Taylor expand; however, the derivative is not
easy to analyze or integrate. Instead we construct a new function which is easy to integrate on[−1

2
, 1

2
],

has most of its mass concentrated neara
q
, and is a good approximation toFN(x) onMa,q. To show the

last claim requires multiple applications of partial summation. For numerical investigations of the Minor
arcs, as well as spacing properties of Germain primes, see [Weir].

In §2.1 and §2.2 we define Germain primes, the generating functionFN(x), and the Major and Minor
arcs. In §2.3 we estimateFN(x) and find an easily integrable functionu(x) which should be close to
FN(x) on the Major arcs. We proveu(x) is a good approximation toFN(x) in §2.4; this is a technical
section and can easily be skimmed on a first reading. We then determine the contribution from the Major
arcs by performing the integration in §2.5 and then analyzing the singular series in §2.6. Finally, in §2.7
we remove thelog p weights and then conclude with some exercises and open problems.

2.1 Germain Primes

Consider an odd primep. Clearlyp− 1 cannot be prime, as it is even; however,p−1
2

could be prime, and
sometimes is asp = 5, 7 and11 show.

Definition 2.1.1 (Germain Prime). A primep is a Germain prime (orp and p−1
2

are a Germain prime
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pair) if bothp and p−1
2

are prime. An alternate definition is to havep and2p + 1 both prime.

Germain primes have many wonderful properties. Around1825, Sophie Germain proved that ifp is
a Germain prime, then the first case of Fermat’s Last Theorem, which states the only integer solutions of
xp +yp = zp havep|xyz, is true for exponentp. For more on Fermat’s Last Theorem, see §??. As another
application, recent advances in cryptography are known to run faster if there are many Germain primes
(see [AgKaSa]).

Germain primes are just one example of the following type of problem: Given relatively prime positive
integersa and b, for p ≤ N how often arep andap + b prime? Or, more generally, how often are
p, a1p + b1, . . . , akp + bk prime? One well known example is the famous Twin Prime Conjecture, which
states that there are infinitely many primesp such thatp + 2 is also prime. It is not known if this is true.
Unlike the sum of the reciprocals of the primes, which diverges, Brun has shown that the sum of the
reciprocal of the twin primes converges (see [Na]). Therefore, if there are infinitely many twin primes,
there are in some sense fewer twin primes than primes. Explicitly, Brun proved that there exists anN0

such that for allN > N0, the number of twin primes less thanN is at most 100N
log2 N

. This should be

compared to the number of primes less thanN , which is of size N
log N

. Using the Circle Method, Hardy
and Littlewood were led to conjectures on the number of such primes, and their Major arc calculations
agree beautifully with numerical investigations.

We have chosen to go through the calculation of the number of Germain primes less thanN rather
than twin primes as these other problems are well documented in literature ([Da2, EE, Est2, Na]). Note
the Germain problem is slightly different from the original formulation of the Circle Method. Here, we
are investigating how oftenp1 − 2p2 = 1, with p2 < p1 < N . Let

A1 = {p : p prime}
A2 = {−2p : p prime}. (2.1)

To construct generating functions that converge, we consider the truncated sets

A1N = {p : p prime, p ≤ N}
A2N = {−2p : p prime, p ≤ N}. (2.2)

We are interested in
{(a1, a2) : a1 + a2 = 1, ai ∈ AiN}. (2.3)

In the original applications of the Circle Method, we were just interested in whether or not a numberm
was inAN + · · · + AN . To showm could be written as the sum of elementsai ∈ AN , we counted the
number of ways to write it as such a sum, and showed it was positive.

For Germain primes and related problems, we are no longer interested in determining all numbers that
can be written as the suma1 + a2. We only want to find pairs witha1 + a2 = 1. The common feature
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with our previous investigations is showing how many ways certain numbers can be written as the sum of
elements inAiN . Such knowledge gives estimates for the number of Germain primes at mostN .

For anyN ≥ 5 we know1 ∈ A1N +A2N as5 is a Germain prime. Note the number of ways of writing
1 asa1 + a2 with ai ∈ AiN is the number of Germain primes at mostN ; similar to before, we need to
compute for this problemr(1; A1N , A2N), with the obvious notation.

Exercise 2.1.2.Looking at tables of primes less than100, do you think there will be more Germain primes
or twin primes in the limit? What if you study primes up to104? Up to108? What percent of primes less
than100 (104, 108) are Germain primes? Twin primes? How many primes less thanN (for N large) do
you expect to be Germain primes? Twin primes?

Exercise 2.1.3.By the prime number theorem, for primes nearx the average spacing between primes is
log x. One can interpret this as the probability a number nearx is prime is 1

log x
. We flip a biased coin with

probability 1
log x

of being a prime,1 − 1
log x

of being composite; this is called theCramér model. Using
such a model predict how many Germain primes and twin primes are less thanN .

Remark 2.1.4 (Remark on the previous exercise).The Cramér model of the previous exercise cannot
be correct – knowledge thatp is prime gives some information about the potential primality of nearby
numbers. One needs to correct the model to account for congruence information. See §??and [Rub1].

2.2 Preliminaries

We use the Circle Method to calculate the contribution from the Major arcs for the Germain problem,
namely, how many primesp ≤ N there are such thatp−1

2
is also prime. As pointed out earlier, for this

problem the Minor Arc calculations cannot be determined with sufficient accuracy to be shown to be
smaller than the Major arc contributions. We will, however, do the Major arc calculations in complete
detail. Let

e(x) = e2πix

λ(n) =

{
log p if n = p is prime;

0 otherwise.
(2.4)

We constantly use the integral version of partial summation (§??) and the Siegel-Walfisz Theorem (The-
orem 1.2.13). We have introduced the arithmetic functionλ(n) for notational convenience. In applying
partial summation, we will have sums over integers, but our generating function is defined as a sum over
primes;λ(n) is a convenient notation which allows us to write the sum over primes as a sum over integers.
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2.2.1 Germain Integral

Define

F1N(x) =
∑
p1≤N

log p1 · e(p1x)

F2N(x) =
∑
p2≤N

log p2 · e(−2p2x)

FN(x) =
∑
p1≤N

∑
p2≤N

log p1 log p2 · e ((p1 − 2p2)x) = F1N(x)F2N(x). (2.5)

FN(x) is the generating function for the Germain primes. AsFN(x) is periodic with period 1, we can
integrate either over[0, 1] or [−1

2
, 1

2
]. We choose the latter because the main contribution to the integral is

from x near0, although both choices obviously yield the same result. Lettingr(1; A1N , A2N) denote the
weighted number of Germain primes, we have

r(1; A1N , A2N) =

∫ 1
2

− 1
2

FN(x)e(−x)dx

=
∑
p1≤N

∑
p2≤N

log p1 log p2

∫ 1
2

− 1
2

e ((p1 − 2p2 − 1)x) dx. (2.6)

By exercise 1.2.7 ∫ 1
2

− 1
2

e ((p1 − 2p2 − 1)x) dx =

{
1 if p1 − 2p2 − 1 = 0

0 if p1 − 2p2 − 1 6= 0
(2.7)

In (2.6) we have a contribution oflog p1 log p2 if p1 andp2 = p1−1
2

are both prime and0 otherwise. Thus

r(1; A1N , A2N) =

∫ 1
2

− 1
2

FN(x)e(−x)dx =
∑
p1≤N

p1,p2=
p1−1

2 prime

log p1 log p2. (2.8)

The above is a weighted counting of Germain primes. We have introduced these weights to facilitate
applying the Siegel-Walfisz formula; it is easy to pass from bounds forr(1; A1N , A2N) to bounds for the
number of Germain primes (see §2.7).

Remark 2.2.1. Using theλ-function from(2.4), we can rewrite the generating function as a sum over
pairs of integers instead of pairs of primes:

FN(x) =
N∑

m1=1

N∑
m2=1

λ(m1)λ(m2) · e((m1 − 2m2)x). (2.9)
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Of course, the two functions are the same; sometimes it is more convenient to use one notation over the
other. When we apply partial summation, it is convenient if our terms are defined for all integers, and not
just at primes.

Exercise 2.2.2.Determine (or at least bound) the average values ofF1N(x), F2N(x) andFN(x). Hint:
for FN(x), use the Cauchy-Schwartz inequality.

2.2.2 The Major and Minor Arcs

Let B, D be positive integers withD > 2B. SetQ = logD N . Define the Major arcMa,q for each pair
(a, q) with a andq relatively prime and1 ≤ q ≤ logB by

Ma,q =

{
x ∈

(
−1

2
,

1

2

)
:

∣∣∣∣x− a

q

∣∣∣∣ <
Q

N

}
(2.10)

if a
q
6= 1

2
and

M1,2 =

[
−1

2
, −1

2
+

Q

N

) ⋃ (
1

2
− Q

N
,

1

2

]
. (2.11)

Remember, as our generating function is periodic with period 1, we can work on either[0, 1] or [−1
2
, 1

2
]. As

the Major arcs depend onN andD, we should writeMa,q(N, D) andM(N, D); however, for notational
convenience these subscripts are often suppressed. Note we are giving ourselves a little extra flexibility
by havingq ≤ logB N and eachMa,q of size logD N

N
. We see in §2.5 why we need to haveD > 2B.

By definition, the Minor arcsm are whatever is not in the Major arcs. Thus the Major arcs are the
subset of[−1

2
, 1

2
] near rationals with small denominators, and the Minor arcs are what is left. Here near

and small are relative toN . Then

r(1; A1N , A2N) =

∫ 1
2

− 1
2

FN(x)e(−x)dx =

∫
M

FN(x)e(−x)dx +

∫
m

FN(x)e(−x)dx. (2.12)

We will calculate the contribution tor(1; A1N , A2N) from the Major arcs, and then in §2.7 we remove the
log pi weights.

We chose the above definition for the Major arcs because our main tool for evaluatingFN(x) is the
Siegel-Walfisz formula (Theorem 1.2.13), which states that given anyB, C > 0, if q ≤ logB N and
(r, q) = 1 then ∑

p≤N
p≡r(q)

log p =
N

φ(q)
+ O

(
N

logC N

)
. (2.13)

ForC very large, the error term leads to small, manageable errors on the Major arcs. For a more detailed
explanation of this choice for the Major arcs, see §1.3.3 and §1.3.4.
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We show the Major arcs contribute, up to lower order terms,T2N , whereT2 is a constant independent
of N . By choosingB, C and D sufficiently large we can ensure that the errors from the Major arc
calculations are less than the main term from the Major arcs. Of course, we have absolutely no control
over what happens on the Minor arcs. Similar to Chapter 1 (see §??), up to powers oflog N we have
FN(x) on average is of sizeN , but is of sizeN2 on the Major arcs. As there is a lot of oscillation in the
generating functionFN(x), for genericx ∈ [−1

2
, 1

2
] we expect a lot of cancellation in the size ofFN(x).

Unfortunately, we are unable to prove that this oscillation yields the Minor arcs contributing less than the
Major arcs.

We highlight the upcoming calculations. On the Major arcsMa,q, we find a functionu of sizeN2

such that the error fromu to FN onMa,q is much smaller thanN2, sayN2 divided by a large power of
log N . When we integrateu over the Major arcs, we find the main term is of sizeN (because up to powers
of log N the Major arcs are of size1

N
), and we succeed if we can show the errors in the approximations

are much smaller thanN , sayN divided by a large power oflog N . Numerical simulations forx up to
109 and higher support the conjecture that the Minor arcs do not contribute for the Germain problem.
Explicitly, the observed number of Germain prime pairs in this range agrees with the prediction from the
Major arcs (see [Weir]). We content ourselves with calculating the contribution from the Major arcs,∫

M
FN(x)e(−x)dx. (2.14)

2.3 FN(x) and u(x)

After determiningFN onMa,q, we describe an easily integrable function which is close toFN onMa,q.

We calculateFN

(
a
q

)
for q ≤ logB N . Define theRamanujan sumcq(a) by

cq(a) =

q∑
r=1

(r,q)=1

e

(
r
a

q

)
. (2.15)

As usual, we evaluateFN

(
a
q

)
with the Siegel-Walfisz Theorem (Theorem 1.2.13). We restrict below to

(ri, q) = 1 because if(ri, q) > 1, there is at most one primepi ≡ ri mod q, and one prime will give a
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negligible contribution asN →∞. See also §1.3.5. We have

FN

(
a

q

)
=

∑
p1≤N

log p1 · e
(

p1
a

q

) ∑
p2≤N

log p2 · e
(
−2p2

a

q

)

=

q∑
r1=1

∑
p1≤N

p1≡r1(q)

log p1 · e
(

p1
a

q

) q∑
r2=1

∑
p2≤N

p2≡r1(q)

log p2 · e
(
−2p2

a

q

)

=

q∑
r1=1

e

(
r1

a

q

) q∑
r2=1

e

(
r2
−2a

q

) ∑
p1≤N

p1≡r1(q)

log p1

∑
p2≤N

p2≡r2(q)

log p2

=

q∑
r1=1

(r1,q)=1

e

(
r1

a

q

) q∑
r2=1

(r2,q)=1

e

(
r2
−2a

q

)[
N

φ(q)
+ O

(
N

logC N

)]2

=
cq(a)cq(−2a)

φ(q)2
N2 + O

(
N2

logC−B q

)
. (2.16)

Exercise 2.3.1.Show that the contribution from one prime may safely be absorbed by the error term.

Let

u(x) =
N∑

m1=1

N∑
m2=1

e ((m1 − 2m2)x) . (2.17)

As u(0) = N2, it is natural to compareFN(x) on the Major arcs to

cq(a)cq(−2a)

φ(q)2
u

(
x− a

q

)
, (2.18)

as these two functions agree atx = a
q
. The functionu(x) is a lot easier to analyze thanFN(x). We show

for x ∈Ma,q that there is negligible error in replacingFN(x) with cq(a)cq(−2a)

φ(q)2
u(x− a

q
). We then integrate

overMa,q, and then sum over all Major arcs. We describe in great detail in Remark 2.5.9 why it is natural
to consideru(x).

2.4 Approximating FN(x) on the Major arcs

In this technical section we apply partial summation multiple times to showu is a good approximation to
FN on the Major arcsMa,q. Define

Cq(a) =
cq(a)cq(−2a)

φ(q)2
. (2.19)
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We show

Theorem 2.4.1.For α ∈Ma,q,

FN(α) = Cq(a)u

(
α− a

q

)
+ O

(
N2

logC−2D N

)
. (2.20)

For α ∈ Ma,q, we writeα asβ + a
q
, β ∈

[
−Q

N
, Q

N

]
. RememberQ = logD N andq ≤ logB N . Note

FN(x) is approximatelyCq(a)N2 for x near a
q
, and from our definitions ofFN , u andCq(a), (2.20) is

immediate forα = a
q
. The reader interested in the main ideas of the Circle Method may skip to §2.5,

where we integrateu(x) over the Major arcs. The rest of this section is devoted to rigorously showing that
|FN(x)− Cq(a)u(x− a

q
)| is small.

The calculation below is a straightforward application of partial summation. The difficulty is that we
must apply partial summation twice. Each application yields two terms, a boundary term and an integral
term. We will have four pieces to analyze. The problem is to estimate the difference

Sa,q(α) = FN(α)− Cq(a)u

(
α− a

q

)
= FN

(
β +

a

q

)
− Cq(a)u(β). (2.21)

Recall thatq ≤ logB N andFN(a
q
) = Cq(a)u(0) is of size N2

φ(q)2
. To prove Theorem 2.4.1 we must show

that |Sa,q(α)| ≤ N2

logC−2D N
. As mentioned in Remark 2.2.1, it is easier to apply partial summation if

we use theλ-formulation of the generating functionFN because now bothFN andu will be sums over
m1, m2 ≤ N . Thus

Sa,q(α) =
∑

m1,m2≤N

λ(m1)λ(m2)e ((m1 − 2m2)β) − Cq(a)
∑

m1,m2≤N

e ((m1 − 2m2)β)

=
∑

m1,m2≤N

[
λ(m1)λ(m2)e

(
(m1 − 2m2)

a

q

)
− Cq(a)

]
e ((m1 − 2m2)β)

=
∑

m1≤N

[ ∑
m2≤N

[
λ(m1)λ(m2)e

(
(m1 − 2m2)

a

q

)
− Cq(a)

]
e(−2m2β)

]
e(m1β)

=
∑

m1≤N

[ ∑
m2≤N

am2(m1, N)bm2(m1, N)

]
e(m1β)

=
∑

m1≤N

Sa,q(α; m1)e(m1β), (2.22)
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where

am2(m1, N) = λ(m1)λ(m2)e

(
(m1 − 2m2)

a

q

)
− Cq(a)

bm2(m1, N) = e(−2m2β)

Sa,q(α; m1) =
∑

m2≤N

am2(m1, N)bm2(m1, N). (2.23)

We have writtenSa,q(α) as above to illuminate the application of partial summation. We holdm1 fixed
and then use partial summation on them2-sum. This generates two terms, a boundary and an integral term.
We then apply partial summation to them1-sum. The difficulty is not in evaluating the sums, but rather in
the necessary careful book-keeping required.

Recall the integral version of partial summation (Lemma??) states

N∑
m=1

amb(m) = A(N)b(N)−
∫ N

1

A(u)b′(u)du, (2.24)

whereb is a differentiable function andA(u) =
∑

m≤u am. We apply this toam2(m1, N) andbm2(m1, N).
As bm2 = b(m2) = e(−2βm2) = e−4πiβm2 , b′(m2) = −4πiβe(−2βm2).

Applying the integral version of partial summation to them2-sum gives

Sa,q(α; m1) =
∑

m2≤N

[
λ(m1)λ(m2)e

(
(m1 − 2m2)

a

q

)
− Cq(a)

]
e(−2m2β)

=
∑

m2≤N

am2(m1, N)bm2(m1, N)

=

[ ∑
m2≤N

am2(m1, N)

]
e(−2Nβ) + 4πiβ

∫ N

u=1

[∑
m2≤u

am2(m1, N)

]
e(−uβ)du.

(2.25)

The first term is called the boundary term, the second the integral term. We substitute these into (2.22)
and find

Sa,q(α) =
∑

m1≤N

[[ ∑
m2≤N

am2(m1, N)

]
e(−2Nβ)

]
e(m1β)

+
∑

m1≤N

[
4πiβ

∫ N

u=1

[∑
m2≤u

am2(m1, N)

]
e(−uβ)du

]
e(m1β)

= Sa,q(α; Boundary) + Sa,q(α; Integral). (2.26)
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The proof of Theorem 2.4.1 is completed by showingSa,q(α; Boundary) and Sa,q(α; Integral) are
small. This is done in Lemmas 2.4.3 and 2.4.8 by straightforward partial summation.

Remark 2.4.2. The factor of4πiβ in (2.26)is from differentiatingb(m2). Rememberα = a
q

+ β is in the

Major arcMa,q =
[

a
q
− Q

N
, a

q
+ Q

N

]
. Thus,|β| ≤ Q

N
= logD N

N
. Even though the integral in(2.26) is over

a range of lengthN , it is multiplied byβ, which is small. Ifβ was not present, this term would yield a
contribution greater than the expected main term.

2.4.1 Boundary Term

We first deal with the boundary term from the first partial summation onm2, Sa,q(α; Boundary).

Lemma 2.4.3.

Sa,q(α; Boundary) = O

(
N2

logC−D N

)
. (2.27)

Proof. Recall that

Sa,q(α; Boundary) =
∑

m1≤N

[[ ∑
m2≤N

am2(m1, N)

]
e(−2Nβ)

]
e(m1β)

= e(−2Nβ)
∑

m1≤N

[ ∑
m2≤N

am2(m1, N)

]
e(m1β). (2.28)

As |(e(−2Nβ)| = 1, we can ignore it in the bounds below. We again apply the integral version of partial
summation with

am1 =
∑

m2≤N

am2(m1, N) =
∑

m2≤N

[
λ(m1)λ(m2)e

(
(m1 − 2m2)

a

q

)
− Cq(a)

]
bm1 = e(m1β). (2.29)

We find

e(2Nβ)Sa,q(α; Boundary) =
∑

m1≤N

[ ∑
m2≤N

am2(m1, N)

]
e(Nβ)

− 2πiβ

∫ N

t=0

∑
m1≤t

[ ∑
m2≤N

am2(m1, N)

]
e(tβ)dt. (2.30)

To prove Lemma 2.4.3, it suffices to bound the two terms in (2.30), which we do in Lemmas 2.4.4 and
2.4.5.
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Lemma 2.4.4. ∑
m1≤N

[ ∑
m2≤N

am2(m1, N)

]
e(Nβ) = O

(
N2

logC N

)
(2.31)

.

Proof. As |e(Nβ)| = 1, this factor is harmless, and them1, m2-sums are bounded by the Siegel-Walfisz
Theorem.∑
m1≤N

∑
m2≤N

am2(m1, N) =
∑

m1≤N

∑
m2≤N

[
λ(m1)λ(m2)e

(
(m1 − 2m2)

a

q

)
− Cq(a)

]

=

[ ∑
m1≤N

λ(m1)e

(
m1

a

q

)][ ∑
m2≤N

λ(m2)e

(
−m2

a

q

)]
− Cq(a)N2

=

[
cq(a)N

φ(q)
+ O

(
N

logC N

)]
·
[
cq(−2a)N

φ(q)
+ O

(
N

logC N

)]
− Cq(a)N2

= O

(
N2

logC N

)
(2.32)

asCq(a) = cq(a)cq(−2a)

φ(q)2
and|cq(b)| ≤ φ(q).

Lemma 2.4.5.

2πiβ

∫ N

t=0

∑
m1≤t

[ ∑
m2≤N

am2(m1, N)

]
e(tβ)dt = O

(
N2

logC−D N

)
. (2.33)

Proof. Note |β| ≤ Q
N

= logD N
N

, andCq(a) = cq(a)

φ(q)2
cq(−2a)

φ(q)2
. For t ≤

√
N , we trivially bound them2-sum

by 2N . Thus theset contribute at most

|β|
∫ √

N

t=0

∑
m1≤t

2Ndt = |β|N2 ≤ N logD N. (2.34)

An identical application of Siegel-Walfisz as in the proof of Lemma 2.4.4 yields fort ≥
√

N ,∑
m1≤t

∑
m2≤N

am2(m1, N) =

[
cq(a)t

φ(q)
+ O

(
t

logC N

)]
·
[
cq(−2a)N

φ(q)
+ O

(
N

logC N

)]
− Cq(a)tN

= O

(
tN

logC N

)
. (2.35)
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Therefore

|β|
∫ N

t=
√

N

∣∣∣∣∣∑
m1≤t

∑
m2≤N

am2(m1, N)

∣∣∣∣∣ dt = O

(
N3β

logC N

)
= O

(
N2

logC−D N

)
(2.36)

Remark 2.4.6. Note, of course, that the contribution is only negligible while|β| ≤ Q
N

. We see a natural
reason to take the Major arcs small in length.

Remark 2.4.7. The above argument illustrate a very common technique. Namely, ift ∈ [0, N ] and N
is large, the interval[0,

√
N ] has negligible relative length. It is often useful to break the problem into

two such regions, as different bounds are often available whent is large and small. For our problem, the
Siegel-Walfisz formula requires thatq ≤ logB t; this condition fails ift is small compared toq. For small
t, the bounds may not be as good; however, the length of such an interval is so small that weak bounds
suffice. See also the example in §??.

2.4.2 Integral Term

We now deal with the integral term from the first partial summation onm2, Sa,q(α; Integral).

Lemma 2.4.8.

Sa,q(α; Integral) = O

(
N2

logC−2D N

)
. (2.37)

Proof. Recall

Sa,q(α; Integral) = 4πiβ
∑

m1≤N

[∫ N

u=1

[∑
m2≤u

am2(m1, N)

]
e(−uβ)du

]
e(m1β) (2.38)

where

am2(m1, N) = λ(m1)λ(m2)e

(
(m1 − 2m2)

a

q

)
− Cq(a). (2.39)

We apply the integral version of partial summation, with

am1 =

∫ N

u=1

[∑
m2≤u

am2(m1, N)

]
e(−uβ)du

bm1 = e(m1β). (2.40)
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We find

Sa,q(α; Integral) = 4πiβ

[ ∑
m1≤N

∫ N

u=1

∑
m2≤u

am2(m1, N)e(−uβ)du

]
e(Nβ)

+ 8πβ2

∫ N

t=1

[∑
m1≤t

∫ N

u=1

∑
m2≤u

am2(m1, N)e(−uβ)du

]
e(m1t)dt. (2.41)

The factor of8πβ2 = −(4πiβ) · (2πiβ) and comes from the derivative ofe(m1β). Arguing in a similar
manner as in §2.4.1, in Lemmas 2.4.9 and 2.4.10 we show the two terms in (2.41) are small, which will
complete the proof.

Lemma 2.4.9.

4πiβ

[ ∑
m1≤N

∫ N

u=1

∑
m2≤u

am2(m1, N)e(−uβ)du

]
e(Nβ) = O

(
N2

logC−D N

)
. (2.42)

Proof. Arguing along the lines of Lemma 2.4.5, one shows the contribution fromu ≤
√

N is bounded by
N logD N . For u ≥

√
N we apply the Siegel-Walfisz formula as in Lemma 2.4.5, giving a contribution

bounded by

4|β|
∫ N

u=
√

N

([
cq(a)u

φ(q)
+ O

(
u

logC N

)]
·
[
cq(−2a)N

φ(q)
+ O

(
N

logC N

)]
− Cq(a)uN

)
du

� |β|
∫ N

u=
√

N

uN

logC N
du

� N3|β|
logC N

. (2.43)

As |β| ≤ logB N
N

, the above isO
(

N2

logC−D N

)
.

Lemma 2.4.10.

8πβ2

∫ N

t=1

[∑
m1≤t

∫ N

u=1

∑
m2≤u

am2(m1, N)e(−uβ)du

]
e(m1t)dt = O

(
N2

logC−2D N

)
. (2.44)

Proof. The proof proceeds along the same lines as the previous lemmas. Arguing as in Lemma 2.4.5, one

shows that the contribution whent ≤
√

N oru ≤
√

N isO
(

N
logC−2D N

)
. We then apply the Siegel-Walfisz

Theorem as before, and find the contribution whent, u ≥
√

N is

� 8β2

∫ N

t=
√

N

∫ N

u=
√

N

ut

logC N
dudt � N4β2

logC N
. (2.45)
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As |β| ≤ logD N
N

, the above isO
(

N2

logC−2D N

)
.

This completes the proof of Theorem 2.4.1.

2.5 Integrals over the Major Arcs

We first compute the integral ofu(x)e(−x) over the Major arcs and then use Theorem 2.4.1 to deduce the
corresponding integral ofFN(x)e(−x).

2.5.1 Integrals ofu(x)

By Theorem 2.4.1 we know forx ∈Ma,q that∣∣∣∣FN(x)− Cq(a)u

(
x− a

q

)∣∣∣∣ � O

(
N2

logC−2D N

)
. (2.46)

We now evaluate the integral ofu(x− a
q
)e(−x) overMa,q; by Theorem 2.4.1 we then obtain the integral

of FN(x)e(−x) overMa,q. Remember (see (2.17)) that

u(x) =
∑

m1,m2≤N

e ((m1 − 2m2)x) . (2.47)

Theorem 2.5.1. ∫
Ma,q

u

(
α− a

q

)
· e(−α)dα = e

(
−a

q

)
N

2
+ O

(
N

logD N

)
. (2.48)

Theorem 2.5.1 will follow from a string of lemmas on various integrals ofu. We first determine the
integral ofu over all of[−1

2
, 1

2
], and then show that the integral ofu(x) is small if |x| > Q

N
.

Lemma 2.5.2. ∫ 1
2

− 1
2

u(x)e(−x)dx =
N

2
+ O(1). (2.49)

Proof. ∫ 1
2

− 1
2

u(x)e(−x)dx =

∫ 1
2

− 1
2

∑
m1≤N

∑
m2≤N

e ((m1 − 2m2)x) · e(−x)dx

=
∑

m1≤N

∑
m2≤N

∫ 1
2

− 1
2

e ((m1 − 2m2 − 1)x) dx. (2.50)
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By exercise 1.2.7 the integral is1 if m1 − 2m2 − 1 = 0 and0 otherwise. Form1, m2 ∈ {1, . . . , N}, there
are
[

N
2

]
= N

2
+ O(1) solutions tom1 − 2m2 − 1 = 0, which completes the proof.

Define

I1 =

[
−1

2
+

Q

N
,−Q

N

]
, I2 =

[
Q

N
,
1

2
− Q

N

]
. (2.51)

The following bound is crucial in our investigations.

Lemma 2.5.3.For x ∈ I1 or I2, 1
1−e(ax)

� 1
x

for a ∈ {1,−2}.

Exercise 2.5.4.Prove Lemma 2.5.3.

Lemma 2.5.5. ∫
x∈I1∪I2

u(x)e(−x)dx = O

(
N

logD N

)
. (2.52)

Proof. We have∫
Ii

u(x)e(−x)dx =

∫
Ii

∑
m1,m2≤N

e ((m1 − 2m2 − 1)x) dx

=

∫
Ii

∑
m1≤N

e(m1x)
∑

m2≤N

e(−2m2x) · e(−x)dx

=

∫
Ii

[
e(x)− e((N + 1)x)

1− e(x)

] [
e(−2x)− e(−2(N + 1)x)

1− e(−2x)

]
e(−x)dx (2.53)

because these are geometric series. By Lemma 2.5.3 we have∫
Ii

u(x)e(−x)dx �
∫

Ii

2

x

2

x
dx � N

Q
=

N

logD N
, (2.54)

which completes the proof of Lemma 2.5.5.

Remark 2.5.6. It is because the error term in Lemma 2.5.5 isO
(

N
logD N

)
that we must takeD > 2B.

Lemma 2.5.7. ∫ 1
2
+ Q

N

x= 1
2
−Q

N

u(x)e(−x)dx = O
(
logD N

)
. (2.55)
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Proof. The argument is similar to the proof of Lemma 2.5.5. The difference is we use the geometric series
formula only for them1-sum, which ise(x)−e((N+1)x)

1−e(x)
� 1

x
. As x is near1

2
, them1-sum isO(1). There are

N terms in them2-sum. As each term is at most1, we may bound them2-sum byN . Thus, the integrand
is O(N). We integrate over a region of length2Q

N
and see that the integral isO(Q) = O(logD N) for N

large.

Note in the above proof we could not use the geometric series for bothm-sums, as nearx = 1
2

the
second sum is quite large. Fortunately, we still have significant cancellation in the first sum, and we are
integrating over a small region. The situation is different in the following lemma. There,bothm-sums are
large. Not surprisingly, this is where most of the mass ofu is concentrated.

Lemma 2.5.8. ∫ Q
N

−Q
N

u(x)e(−x)dx =
N

2
+ O

(
N

logD N

)
. (2.56)

Proof. This is immediate from Lemma 2.5.2 (which shows the integral ofu over [−1
2
, 1

2
] is N

2
+ O(1))

and Lemmas 2.5.5 and 2.5.7 (which show the integral ofu over|x| > Q
N

is small).

It is now trivial to prove Theorem 2.5.1.

Proof of Theorem 2.5.1.We have∫
Ma,q

u

(
α− a

q

)
· e(−α)dα =

∫ a
q
+ Q

N

a
q
−Q

N

u

(
α− a

q

)
· e(−α)dα

=

∫ Q
N

−Q
N

u(β) · e
(
−a

q
− β

)
dβ

= e

(
−a

q

)∫ Q
N

−Q
N

u(β)e(−β)dβ

= e

(
−a

q

)
N

2
+ O

(
N

logD N

)
. (2.57)

Note there are two factors in Theorem 2.5.1. The first,e
(
−a

q

)
, is an arithmetical factor which depends

on which Major arcMa,q we are in. The second factor is universal, and is the size of the contribution.
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Remark 2.5.9. We remark once more on the utility of finding a functionu(x) to approximateFN(x), as
opposed to a Taylor series expansion. We found a function that is easy to integrate and by straightforward
applications of partial summation is close to our generating function. Further, most of the mass ofu(x) is
concentrated in a neighborhood of size2Q

N
about0. Hence integratingu (or its translates) over a Major

arc is approximately the same as integratingu over the entire interval. While there are a few points where
we need to be careful in analyzing the behavior ofu, the slight complications are worth the effort because
of how easy it is to work withu(x). For this problem, it wasx = 0 giving the main contribution, and
x = ±1

2
was a potential trouble point which turned out to give a small contribution. The reason we need

to checkx = ±1
2

is due to the definition of Germain primes, namely the2 in F2N(x) =
∑

p2≤N e(−2p2x).
Because of this2, whenx is near 1

2
, F2N(x) is nearN .

2.5.2 Integrals ofFN(x)

An immediate consequence of Theorem 2.5.1 is

Theorem 2.5.10.∫
Ma,q

FN(x)e(−x)dx = Cq(a)e

(
−a

q

)
N

2
+ O

(
N

logD N

)
+ O

(
N

logC−3D N

)
(2.58)

Exercise 2.5.11.Prove Theorem 2.5.10.

From Theorem 2.5.10 we immediately obtain the integral ofFN(x)e(−x) over the Major arcsM:

Theorem 2.5.12.∫
M

FN(x)e(−x)dx =

logB N∑
q=1

q∑
a=1

(a,q)=1

Cq(a)e

(
−a

q

)
N

2
+ O

(
N

logD−2B N
+

N

logC−3D−2B N

)

= SN
N

2
+ O

(
N

logD−2B N
+

N

logC−3D−2B N

)
, (2.59)

where

SN =

logB N∑
q=1

q∑
a=1

(a,q)=1

Cq(a)e

(
−a

q

)
(2.60)

is the truncated singular series for the Germain primes.
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Proof. As

M =

logB N⋃
q=1

q⋃
a=1

(a,q)=1

Ma,q, (2.61)

the number of Major arcsMa,q is bounded bylog2B N . In summing over the Major arcs, the error terms
in Theorem 2.5.10 are multiplied by at mostlog2B N , and the claim now follows.

We will show the main term in Theorem 2.5.12 is of sizeN ; thus we need to takeD > 2B and
C > 3D + 2B. We studySN in §2.6, and remove thelog pi weights in §2.7.

2.6 Major Arcs and the Singular Series

If we can show that there exists a constantc0 > 0 (independent ofN ) such that

SN > c0, (2.62)

then forD > 2B andC > 3D + 2B by Theorem 2.5.12 the contribution from the Major arcs is positive
and of sizeSN

N
2

for N sufficiently large. Recall

cq(a) =

q∑
r=1

(r,q)=1

e

(
r
a

q

)

Cq(a) =
cq(a)cq(−2a)

φ(q)2
. (2.63)

Substituting

ρq =

q∑
a=1

(a,q)=1

Cq(a)e

(
−a

q

)
, (2.64)

into the series expansion ofSN in (2.60), we find that

SN =

logB N∑
q=1

ρq. (2.65)

The singular series for the Germain primes is

S =
∞∑

q=1

ρq. (2.66)
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We showS is given by a multiplicative product and is positive in Theorem 2.6.18, and in Theorem 2.6.20

we show|S−SN | = O
(

1

log(1−2ε)B N

)
for anyε > 0. This will complete our evaluation of the contribution

from the Major arcs.
Many of the arithmetical functions we investigate below were studied in Chapter??. Recall a function

f is multiplicative if f(mn) = f(m)f(n) for m, n relatively prime, and completely multiplicative if
f(mn) = f(m)f(n); see definition??. The reader should consult Chapter??as necessary.

2.6.1 Properties of Arithmetic Functions

We follow the presentation of [Na] (Chapter8 and AppendixA), where many of the same functions arise
from studying a related Circle Method problem. Below we determine simple formulas for the arithmetic
functions we have encountered, which then allows us to prove our claims aboutSN andS (see §2.6.2).

Lemma 2.6.1. If (q, q′) = 1 then we can write the congruence classes relatively prime toqq′ asrq′ + r′q,
with 1 ≤ r ≤ q, 1 ≤ r′ ≤ q′ and(r, q) = (r′, q′) = 1.

Exercise 2.6.2.Prove Lemma 2.6.1.

Lemma 2.6.3.cq(a) is multiplicative.

Proof. Using Lemma 2.6.1 we have

cq(a)cq′(a) =

q∑
r=1

(r,q)=1

e

(
r
a

q

) q′∑
r′=1

(r′,q′)=1

e

(
r′

a

q′

)

=

q∑
r=1

(r,q)=1

q′∑
r′=1

(r′,q′)=1

e

(
(rq′ + r′q)a

qq′

)

=

qq′∑
r̃=1

(r̃,qq′)=1

e

(
r̃
a

q

)
= cqq′(a). (2.67)

We will soon determinecq(a) for (a, q) = 1. We first state some needed results.

Lemma 2.6.4.Show that

hd(a) =
d∑

r=1

e
(
r
a

d

)
=

{
d if d|a;

0 otherwise.
(2.68)
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Exercise 2.6.5.Prove the above lemma.

Recall the Möbius function (see §??):

µ(d) =

{
(−1)r if d is the product ofr distinct primes;

0 otherwise.
(2.69)

By Lemma??, ∑
d|(r,q)

µ(d) =

{
1 if (r, q) = 1;

0 otherwise.
(2.70)

Lemma 2.6.6. If (a, q) = 1 thencq(a) = µ(q).

Proof.

cq(a) =

q∑
r=1

(r,q)=1

e

(
r
a

q

)
=

q∑
r=1

e

(
r
a

q

) ∑
d|(r,q)

µ(d), (2.71)

where we used (2.69) to expand the sum from(r, q) = 1 to all r mod q. Further

cq(a) =
∑
d|q

µ(d)

q∑
r=1
d|r

e

(
r
a

q

)
. (2.72)

This is becaused|(r, q) impliesd|r andd|q, which allows us to rewrite the conditions above. We change
variables and replacer with `; asr ranges from1 to q through values divisible bỳ, ` ranges from1 to q

d
.

We will use Lemma 2.6.4 to evaluate this sum. Therefore

cq(a) =
∑
d|q

µ(d)

q/d∑
`=1

e

(
`

a

q/d

)
=

∑
d|q

µ(d)hq/d(a)

=
∑
d|q

µ
(q

d

)
hd(a)

=
∑
d|q
d|a

µ
(q

d

)
d

=
∑

d|(a,q)

µ
(q

d

)
d. (2.73)

If (a, q) = 1 then the only term above isd = 1, which yieldscq(a) = µ(q).
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Corollary 2.6.7. If q = pk, k ≥ 2 and(a, q) = 1, thencq(a) = 0.

We have showncqq′(a) = cq(a)cq′(a) if (q, q′) = 1. Recall that the Eulerφ-function, φ(q), is the
number of numbers less thanq which are relatively prime toq and is a multiplicative function (see §??
for more details). We now have

Lemma 2.6.8.Cq(a) is multiplicative inq.

Proof. Assume(q, q′) = 1. We have

Cqq′(a) =
cqq′(a)cqq′(−2a)

φ(qq′)2

=
cq(a)cq′(a)cq(−2a)cq′(−2a)

φ(q)2φ(q′)2

=
cq(a)cq(−2a)

φ(q)2
· cq′(a)cq′(−2a)

φ(q′)2

= Cq(a)Cq′(a). (2.74)

We now proveρq is multiplicative. We first prove a needed lemma.

Lemma 2.6.9. If (q1, q2) = 1, Cq1(a1q2) = Cq1(a1).

Proof. AsCq1(a1q2) =
cq1 (a1q2)cq1 (−2a1q2)

φ(q1)
, we see it suffices to showcq1(a1q2) = cq1(a1) andcq1(−2a1q2) =

cq1(−2a1). As the proofs are similar, we only prove the first statement. From the definition ofcq(a), (2.63),
we have

cq1(a1q2) =

q1∑
r1=1

(r1,q1)=1

e

(
r1

a1q2

q1

)

=

q1∑
r1=1

(r1,q1)=1

e

(
r1q2

a1

q1

)

=

q1∑
r=1

(r,q1)=1

e

(
r
a1

q1

)
= cq1(a), (2.75)

because(q1, q2) = 1 implies that asr1 goes through all residue classes that are relatively prime toq1, so
too doesr = r1q2.

49



Lemma 2.6.10.ρq is multiplicative.

Proof. Recall

ρq =

q∑
a=1

(a,q)=1

Cq(a)e

(
−a

q

)
. (2.76)

Assume(q1, q2) = 1. By Lemma 2.6.1 we can write the congruence classes relatively prime toq1q2 as
a1q2 + a2q1, with 1 ≤ a1 ≤ q1, 1 ≤ a2 ≤ q2 and(a1, q1) = (a2, q2) = 1. Then

ρq1q2 =

q1q2∑
a=1

(a,q1q2)=1

Cq1q2(a)e

(
− a

q1q2

)

=

q1q2∑
a=1

(a,q1q2)=1

Cq1(a)Cq2(a)e

(
− a

q1q2

)

=

q1∑
a1=1

(a1,q1)=1

q2∑
a2=1

(a2,q2)=1

Cq1(a1q2 + a2q1)Cq2(a1q2 + a2q1)e

(
−a1q2 + a2q1

q1q2

)
. (2.77)

A straightforward calculation showsCq1(a1q2 + a2q1) = Cq1(a1q2) andCq2(a1q2 + a2q1) = Cq2(a2q1),
which implies

ρq1q2 =

q1∑
a1=1

(a1,q1)=1

q2∑
a2=1

(a2,q2)=1

Cq1(a1q2)Cq2(a2q1)e

(
−a1q2 + a2q1

q1q2

)

=

 q1∑
a1=1

(a1,q1)=1

Cq1(a1q2)e

(
−a1

q1

)
 q2∑

a2=1
(a2,q2)=1

Cq2(a2q1)e

(
−a2

q2

)
=

 q1∑
a1=1

(a1,q1)=1

Cq1(a1)e

(
−a1

q1

)
 q2∑

a2=1
(a2,q2)=1

Cq2(a2)e

(
−a2

q2

)
= ρq1 · ρq2 , (2.78)

where we used Lemma 2.6.9 to replaceCq1(a1q2) with Cq1(a1), and similarly forCq2(a2q1). Thus,ρq is
multiplicative.

Exercise 2.6.11.ProveCq1(a1q2 + a2q1) = Cq1(a1q2) andCq2(a1q2 + a2q1) = Cq2(a2q1).
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We now determineρq.

Lemma 2.6.12.If k ≥ 2 andp is prime thenρpk = 0.

Proof. This follows immediately fromCpk(a) = 0 (see Corollary 2.6.7 and the definition ofCq(a)).

Lemma 2.6.13.If p > 2 is prime thenρp = − 1
(p−1)2

.

Proof.

ρp =

p∑
a=1

(a,p)=1

Cp(a)e

(
−a

p

)

=

p−1∑
a=1

cp(a)cp(−2a)

φ(p)2
e

(
−a

p

)
. (2.79)

For p > 2, (a, p) = 1 implies (−2a, p) = 1 as well. By Lemma (2.6.6),cp(a) = cp(−2a) = µ(p). As
µ(p)2 = 1 andφ(p) = p− 1 we have

ρp =

p−1∑
a=1

1

(p− 1)2
e

(
−a

p

)

=
1

(p− 1)2

[
−e

(
−0

p

)
+

p−1∑
a=0

e

(
−a

p

)]
= − 1

(p− 1)2
. (2.80)

Lemma 2.6.14.ρ2 = 1.

Proof.

ρ2 =
2∑

a=1
(a,2)=1

C2(a)e
(
−a

2

)

= C2(1)e

(
−1

2

)
=

c2(1)c2(−2)

φ(2)2
· e−πi

=
eπie−2πi

12
· e−πi = 1, (2.81)

where we have usedc2(1) = eπi andc2(−2) = e−2πi.
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Exercise 2.6.15.Provec2(1) = eπi andc2(−2) = e−2πi.

2.6.2 Determination ofSN and S

We use the results from §2.6.1 to studySN andS, which from (2.65) and (2.66) are

SN =

logB N∑
q=1

ρq, S =
∞∑

q=1

ρq. (2.82)

We show that|S − S(N)| is small by first determiningS (Theorem 2.6.18) and then estimating the
difference (Theorem 2.6.20).

Exercise 2.6.16.Let hq be any multiplicative sequence (with whatever growth conditions are necessary
to ensure the convergence of all sums below). Prove

∞∑
q=1

hq =
∏

p prime

(
1 +

∞∑
k=1

hpk

)
. (2.83)

Determine what growth conditions ensure convergence.

Definition 2.6.17 (Twin Prime Constant).

T2 =
∏
p>2

[
1− 1

(p− 1)2

]
≈ .6601618158 (2.84)

is the twin prime constant. Using the Circle Method, Hardy and Littlewood were led to the conjecture that
the number of twin primes at mostx is given by

π2(x) = 2T2
x

log2 x
+ o

(
x

log2 x

)
. (2.85)

The techniques of this chapter suffice to determine the contribution from the Major arcs to this problem
as well; however, again the needed bounds on the Minor arcs are unknown.

Theorem 2.6.18.S has a product representation and satisfies

S = 2T2. (2.86)
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Proof. By exercise 2.6.16 we have

S =
∞∑

q=1

ρq

=
∏

p prime

(
1 +

∞∑
k=1

ρpk

)
=

∏
p prime

(1 + ρp) (2.87)

becauseρpk = 0 for k ≥ 2 andp prime by Lemma 2.6.12. The product is easily shown to converge (see
exercise 2.6.19). By Lemmas 2.6.13 and 2.6.14,ρ2 = 1 andρp = − 1

(p−1)
for p > 2 prime. Therefore

S =
∏

p

(1 + ρp)

= (1 + ρ2)
∏
p>2

(1 + ρp)

= 2
∏
p>2

[
1− 1

(p− 1)2

]
= 2T2. (2.88)

We need to estimate|S−SN |. Asρq is multiplicative and zero ifq = pk (k ≥ 2), we need only look at
sums ofρp. As ρp = − 1

(p−1)2
, it follows that the difference betweenS andSN tends to zero asN →∞.

Exercise 2.6.19.Show the product in(2.87)converges.Hint: take the logarithm, and Taylor expand.

Theorem 2.6.20.For anyε > 0 andB, N such thatlogB N > 2,

|S− SN | � O

(
1

log(1−2ε)B N

)
. (2.89)

Proof.

S− SN =
∞∑

q=logB N

ρq. (2.90)
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By Lemma 2.6.12,ρpk = 0 for k ≥ 2 andp prime. By Lemma 2.6.13,ρp = − 1
(p−1)2

if p > 2 is prime. By
Lemma 2.6.10,ρq is multiplicative. Therefore for anyε > 0

|ρq| ≤
1

φ(q)2
� 1

q2−2ε
; (2.91)

if q is not square-free this is immediate, and forq square-free we noteφ(p) = p − 1 andφ(q) � q1−ε.
Hence

|S− SN | �
∞∑

q=logB N

1

q2−2ε
= O

(
1

log(1−2ε)B N

)
. (2.92)

Exercise 2.6.21.For q square-free, prove that for anyε > 0, φ(q) � q1−ε.

Combining the results above, we have finally determined the contribution from the Major arcs:

Theorem 2.6.22.LetD > 2B, C > 3D + 2B, ε > 0 and logB N > 2. Then∫
M

FN(x)e(−x)dx = S
N

2
+ O

(
N

log(1−2ε) BN
+

N

logD−2B N
+

N

logC−3D−2B N

)
, (2.93)

whereS is twice the twin prime constantT2.

In the binary and ternary Goldbach problems, to see ifN could be written as the sum of two or three
primes, we evaluated the Singular Series atN (see §??). Thus, even after taking limits, we still evaluated
the Singular Series at multiple points, as we were trying to seewhich integers can be written as a sum
of two or three primes, and the answer told us how many ways this was possible. Here, we really have
S(1); knowing how large this is tells us information about what percent of primes are Germain primes
(see §2.7). As things stand, it does not make sense to evaluate this Singular Series at additional points.
However, if we were interested in a more general problem, such asp, p−b

2
are both prime,b odd, this would

lead top1 − 2p2 = b. We would replacee(−x) in (2.6) with e(−bx). Working in such generality would
lead to a Singular Series depending onb. More generally, we could consider prime pairs of the form
p, ap+b

c
. If we takea = c andb = 2ck, we have the special case of prime pairs, and the Singular Series

will depend on the factorization of2k (see [HL3, HL4]).

Exercise 2.6.23.Redo the calculations of this chapter for one of the problems described above or in §2.1.
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2.7 Number of Germain Primes and Weighted Sums

We now remove thelog pi weights in our counting function. By Theorem 2.6.22, we know the contribution
from the Major arcs. If we assume the minor arcs contributeo(N) then we would have∑

p≤N

p,
p−1
2 prime

log p · log
p− 1

2
= S

N

2
+ o(N) = T2N + o(N). (2.94)

We can pass from this weighted sum to a count of the number of Germain prime pairs
(

p−1
2

, p
)

with
p ≤ N . Again we follow [Na], Chapter8; for more on weighted sums, see §??. Define

πG(N) =
∑
p≤N

p,
p−1
2 prime

1

G(N) =
∑
p≤N

p,
p−1
2 prime

log p · log
p− 1

2
. (2.95)

Theorem 2.7.1.

G(N)

log2 N
≤ πG(N) ≤ G(N)

log2 N
+ O

(
N

log log N

log N

)
. (2.96)

Proof. In (2.95), log p log p−1
2

< log2 N . ThusG(N) ≤ log2 N · πG(N), proving the first inequality in
(2.96).

The other inequality is more involved, and illustrates a common technique in analytic number theory.
As there clearly are less Germain primes than primes, for anyδ > 0

πG(N1−δ) =
∑

p≤N1−δ

p,
p−1
2 prime

1 ≤ π(N1−δ) =
N1−δ

log N1−δ
� N1−δ

log N
. (2.97)

We now obtain a good upper bound forπG(N). If p ≥ N1−δ, then

log
p− 1

2
= log p + log

(
1− 1

2p

)
≥ (1− δ) log N + O

(
1

p

)
= (1− δ) log N + O

(
1

N1−δ

)
. (2.98)
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In the arguments below, the error from (2.98) is negligible and is smaller than the other errors we en-
counter. We therefore suppress this error for convenience. Thus, up to lower order terms,

G(N) ≥
∑

p≥N1−δ

p,
p−1
2 prime

log p · log
p− 1

2

= (1− δ)2 log2 N
∑

p≥N1−δ

p,
p−1
2 prime

1

= (1− δ)2 log2 N
(
πG(N)− πG(N1−δ)

)
≥ (1− δ)2 log2 N · πG(N) + O

(
(1− δ)2 log2 N · N1−δ

log N

)
. (2.99)

Therefore

log2 N · πG(N) ≤ (1− δ)−2 ·G(N) + O

(
log2 N · N1−δ

log N

)
0 ≤ log2 N · πG(N)−G(N) ≤

[
(1− δ)−2 − 1

]
G(N) + O

(
log N ·N1−δ

)
.

(2.100)

If 0 < δ < 1
2
, then(1− δ)−2 − 1 � δ. We thus have

0 ≤ log2 N · πG(N)−G(N) � N

[
δ + O

(
log N

N δ

)]
. (2.101)

Chooseδ = 2 log log N
log N

. Then we get

0 ≤ log2 N · πG(N)−G(N) ≤ O

(
N

log log N

log N

)
, (2.102)

which completes the proof.

Combining our results of this section, we have proved

Theorem 2.7.2.Assuming there is no contribution to the main term from the Minor arcs, up to lower
order terms we have

πG(N) =
T2N

log2 N
, (2.103)

whereT2 is the twin prime constant (see definition 2.6.17).
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Remark 2.7.3 (Important). It is a common technique in analytic number theory to choose an auxiliary
parameter such asδ. Note how crucial it was in the proof forδ to depend (albeit very weakly) onN .
Whenever one makes such approximations, it is good to get a feel for how much information is lost in the
estimation. Forδ = 2 log log N

log N
we have

N1−δ = N ·N−2 log log N/ log N = N · e−2 log log N =
N

log2 N
. (2.104)

Hence there is little cost in ignoring the Germain primes less thanN1−δ. Our final answer is of size N
log2 N

.

AsN1−δ = N
log2 N

and there areO
(

N
log3 N

)
primes less thanN1−δ, there are at mostO

(
N

log3 N

)
Germain

primes at mostN1−δ.

Exercise 2.7.4.LetΛ(n) be the von Magnoldt function (see §??). Prove∑
n≤x

Λ(n) =
∑
p≤x

log p + O(x
1
2 log x). (2.105)

As
∑

p≤x is of sizex, there is negligible loss in ignoring prime powers.

2.8 Exercises

The following problems are known questions (either on the Circle Method, or needed results to prove
some of these claims).

Exercise 2.8.1.Prove∀ε > 0, q1−ε � φ(q) � q.

Exercise 2.8.2.Let

cq(N) =

q∑
a=1

(a,q)=1

e2πiNa/q.

Provecq(N) is multiplicative. Further, show

cq(N) =

{
p− 1 if p|N
−1 otherwise.

Exercise 2.8.3.Proveµ(q)cq(N)/φ(q)3 is multiplicative.
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Exercise 2.8.4.Using the above exercises and the methods of this chapter, calculate the contribution from
the Major arcs to writing any integerN as the sum of three primes. Deduce for writing numbers as the
sum of three primes that

S3(N) =
∞∑

q=1

µ(q)cq(N)

φ(q)3

=
∏

p

(
1 +

∞∑
j=1

µ(pj)cpj(N)

φ(pj)3

)

=
∏

p

(
1 +

1

(p− 1)3

)∏
p|N

(
1− 1

p2 − 3p + 3

)
.

NoteS3(N) = 0 if N is even; thus the Circle Method “knows” that Goldbach is hard. We callS(N) the
Singular Series.

Exercise 2.8.5.Let S3,Q(N) be the firstQ terms ofS3(N). BoundS3(N) − S3,Q(N). Show forN odd
there exist constantsc1, c2 such that0 < c1 < S3(N) < c2 < ∞.

Exercise 2.8.6.Assume every large integer is the sum of three primes. Prove every large even integer is
the sum of two primes. Conversely, show if every large even integer is the sum of two primes, every large
integer is the sum of three primes.

Exercise 2.8.7 (Non-Trivial). Calculate the Singular SeriesS2(N) andS2,Q(N) for the Goldbach prob-
lem (even numbers as the sum of two primes), andSW,k,s(N) and SW,k,s,Q(N) for Waring’s problem
(writing numbers as the sum ofs perfectk-powers).Warning: S2(N)−S2,Q(N) cannot be shown to be
small for all evenN in the Goldbach problem.Do S2,Q(N) andS2(N) vanish forN odd?

2.9 Research Projects

One can use the Circle Method to predict the number of primes (or prime tuples) with given properties,
and then investigate these claims numerically; see, for example, [Law2, Sch, Weir] (for additional Circle
Method investigations, see [Ci]). After counting the number of such primes (or prime tuples), the next
natural question is to investigate the spacings between adjacent elements (see Chapter??).

Research Project 2.9.1.For many questions in number theory, the Cramér model (see §?? and Exercise
2.1.2) leads to good heuristics and predictions; recently, however, [MS] have shown that this model is
inconsistent with certain simple numerical investigations of primes, and in fact the Random Matrix Theory
model of the zeros of the Riemann Zeta function and the Circle Method give a prediction which agrees
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beautifully with experiments. There are many additional interesting sequences of primes to investigate and
see which model is correct. Candidates include primes in arithmetic progression, twin primes, generalized
twin primes (fix an integer k, look for primes such that p and p+2k are prime), prime tuples (fix integersk1

throughkr such thatp, p + 2k1, . . . , p + 2kr are all prime), Germain primes, and so on. A natural project
is to investigate the statistics from [MS] for these other sequences of primes, using the Circle Method and
the Cramér model to predict two answers, and then see which agrees with numerics.ADD REF to papers
from Brent

Research Project 2.9.2.In many successful applications of the Circle Method, good bounds are proved
for the generating function on the Minor arcs. From these bounds it is then shown that the Minor arcs’
contribution is significantly smaller than that from the Major arcs. However, toprovethat the Major arcs
are the main term does not require one to obtain good cancellation at every point in the Minor arcs; all
that is required is that theintegralis small.

For problems such as Goldbach’s conjecture or Germain primes, the needed estimates on the Minor
arcs are conjectured to hold; by counting the number of solutions, we see that the integral over the Minor
arcs is small (at least up to about109). A good investigation is to numerically calculate the generating
function at various points on the Minor arcs for several of these problems, and see how often large values
are obtained. See [Law2] andREF TO CJM. Warning: calculations of this nature are very difficult. The
Major arcs are defined as intervals of size2 logD N

N
about rationals with denominators at mostlogB N . For

example, ifD = 10 than logD N > N until N is about3.4× 1015, and there will not be any Minor arcs!
For N ≈ 1015, there are too many primes to compute the generating function in a reasonable amount of
time. Without resorting to supercomputers, one must assume that we may takeB small for such numerical
investigations.
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