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Abstract
This paper describes a model that generates weekly movie schedulasllitiplex movie theater. A
movie schedule specifies within each day of the week, on which sgrdéfgsent movies will be
played, and at which time(s). The model consists of two parts: (i) comalifiorecasts of the number
of visitors per show for any possible starting time; and (ii) an optimizatimregure that quickly
finds an almost optimal schedule (which can be demonstrated to be dbeefimal schedule).
To generate this schedule we formulate the so-called movie schedulitgnprxba generalized set
partitioning problem. The latter is solved with an algorithm based on colaneration techniques.
We have applied this combined demand forecasting /schedule optimizatiodyseottea multiplex

in Amsterdam where we supported the scheduling of fourteen movie weekzopbeed model not



only makes movie scheduling easier and less time consuming, but alsoegesenadules that would

attract more visitors than the current ‘intuition-based’ schedules.

Key words: optimization of movie schedules, integer prograngnicolumn generation, demand forecasting.

1. Introduction

The motion picture industry is a prominent economic activity vatal world wide box office revenue of

$ 25.82 billion in 2006, of which $ 9.49 billion is in the U.5.Movie forecasting and programming in
practice tend to be associated with intuition rather than analydithis also characterizes the tradition of
decision making in this domain. However, many problems in the fittastry are actually quite amena-
ble to model building and optimization, and this is increasingtypgnized by movie executives. In this
paper we focus on one such problem: the detailed scheduling of a movie theater.

The movie industry runs on a weekly cycle. A movie program loecigle in a theater is designed
for a week, and in the U.S.,for example, each Friday a new m@ek starts. Therefore, a movie theater
has to prepare a new movie program every week. This icylarty complex for multiplex theaters, the
increasingly dominant movie theater format around the world.ekample in the Netherlands, which is
the setting of the empirical part of this paper, multiplexebl &ibr more screens represent 24% of all the
movie theater seats, and in 2005, 34% of total box office. It is tlaathe programming of such large
cinemas is not an easy matter.

For each week’s movie program, management must determinenekisgts will be shown, where
they will be shown (on which screens), on which days, and at tmh@s during the day. Typically, on
each screen, a theater can accommodate 3 to 5 showingsypewtare a “showing” is defined as the
screening of one movie, including trailers and advertisements méans that a 10-screen theater needs
to program around 280 showings per week. At present, this pragregrs mostly done manually with
pencil and paper, by specialists in the theater company. Thesarmprogrs combine an analytical mind
with a broad knowledge about movies and about the audience watliralitheaters, often based on many

years of experience. It is our belief that an analyticatesy can help here. This would not only relieve
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theaters from a labor-intensive task recurring every wbakwe believe that an analytically based sys-
tem will perform even better than the current manual procedure.

The programming problem for an individual movie theater considtsmétages: (i) the selection
of the list of movies, i.e., the movies to be shown in the pdatiaveek and (ii) the scheduling of these
movies over screens, days, and times of the day. Stagel(ifiées making agreements with movie dis-
tributors and is completed before stage (ii). In this study weldpva solution for the second stage,
which involves constructing detailed schedules for wheredwhtcreen(s)) and when (days, times) the
different movies will play. For analytical procedures ttaal with the first stage, i.e., deciding on the
movies to be shown in a particular week, see Swami, Eliegldrel Weinberg (1999), and Eliashberg,
Swami, Weinberg and Wierenga (2001).

Our scheduling problem has two sub-problems. First, we need amraisthe following ques-
tion: if a particular movie would be shown on a particular, @dya particular time, how many visitors
would it attract? Inputs for making these forecasts are oletgdors numbers in the previous weeks
(for existing movies), characteristics of the movie (f@wly released movies), and information about
variables such as specific events (holidays) and the wealaging such conditional forecasts is not an
easy task and it belongs to the realm of the marketing diseipSecond, given this demand assessment,
we have to find the schedule that maximizes the number of visitors for the gilen constraints such as
theater capacity and runtimes of the movies. This is a naakgroblem, for which we need the disci-
pline of Operations Research. The specific solution approaghoged here is column generation, a
method designed to solve (integer) linear optimization problertts mény variables/columns, but rela-
tively few constraints. The remainder of this paper desseritmav by combining the two disciplinary ap-

proaches a solution to the movie scheduling problem was obtained.

The paper first takes a closer look at the movie schedplioiglem (Section 2). In Section 3 we
describe the column generation approach to the optimization probte®ection 4, we discuss the

method that we developed to conditionally forecast the numbesitdrgi of a show. Then, in Section 5,



we apply the complete procedure, through a model we call Silkedster, to fourteen movie weeks of
the theater De Munt, a multiplex with 13 screening rooms in central Amstevdiéimover 1 million visi-
tors a year, this is the second largest theater in the Naibler The last part of the paper (Section 6) dis-

cusses the results, puts them in perspective and discussesassuesd research.

2. Problem Description and the Research Project

As movie theaters have evolved from single screen thettemsultiplexes and even megaplexes, the
problems of scheduling movies onto screens has become incrgasinglex. Some of the key reasons
for that complexity are as follows.

First, there are a large number of different movies thathkater wants to show in a typical
week. This number is typically larger than the number ofestgeMoreover, these movies have different
running times. For example, over the different movies running in thielle theater in Amsterdam dur-
ing our observation period, the running time was as short as 71 mifuutBlop en Kwispela kids
movie) and as long as 240 minutesRang Marathon

Second, the number of seats per screening room differs. In the Dehdatdrtithe smallest room
has 90 seats and the largest room, 382. For some movies theoataaetual arrangements with distribu-
tors about the specific screening room in which a movie wgllshown. This is typically the case for
newly released movies, which distributors like to have in lavgens. For other movies, the theater man-
agement is completely free where to screen them.

Third, there is variability in demand for movies. In our samfdegxample, in May 2005, the
most popular movie drew 8027 visitors in a week and the leastgral®B visitors. In addition, movie
demand varies by time of day and day of week. For example, we foain8aturday evening at 8 pm is
the most appealing time for movie goers. The expected demandnioria influences what screening
room it will be shown in; the demand for some movies may be ge that it could be double or triple

booked.



Fourth, there are different genres of movies, and this alsémpations for their scheduling.
For example, children’s movies should preferably be shown at twhea children are free from school
(weekend and Wednesday aftern9pand will not be shown during the evenings.

Fifth, there are many constraints posed by the logistics of @&nttowater. An obvious limitation
is the time that the theater is open. (The closing timetéh afetermined in part by the public transporta-
tion schedule: non-drivers attending the last show need to be apét taome). Other logistical con-
straints are the time needed for cleaning the room afshiowing (dependent on the size of the room),
and the capacity limitations of the ticket office, the durs, the staircases, and the concession sales
counters. To provide high consumer satisfaction with the thelatiqaerience, crowding should be
avoided as much as possible, and major movies with many vishiotgd not start at the same time, es-
pecially if they are on the same floor.

Finally, management may impose specific constraints whictexgpected to contribute to the
revenue of the theater. For example, for the theater in our,shatyagement specified that the time be-
tween two movie starts should not be more than 20 minutes. In getoampulse movie visitor, look-
ing for entertainment without strong preference for a particuavie, never has to wait more than 20
minutes.

We take the perspective of management for this problem, whith maximize the expected
number of visitors to that theater for a given week. Anothasipte objective is profit maximization.
However, the cost and revenue structure are such that devhkis attendance maximization and profit
maximization are likely to provide quite similar results. We corgidrthis with empirical testing.

Consequently, the problem to be solved is how to generate a sché&th#edifferent movies on
the different screens during a given week, which obeythallrequisite constraints and maximizes the

number of visitors.

The Study

2 Primary school children in the Netherlands haee fime on Wednesday afternoons.
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Most theaters solve this scheduling problem by hand. “Movie anogrers” work with hard-
copy planning sheets to fill the total capacity of the tifredaking into account the various constraints to
the extent possible. In doing so, programmers follow certain guves (e.g., choose the size of the
screening room for a movie, dependent on the expected attendancadeandhixture of hard facts (e.qg.,
attendance figures of the past week) and intuition (e g.efflect of an important soccer match on TV on
the number of theater visitors for a movie). It takes afatxperience to become a skilled movie pro-
grammer. And even then the solution is never perfect. For a hmimhit is practically impossible to
find the best possible solution while at the same time dealitig all the constraints. Moreover, the
schedules have to be made under time pressure. As mentioneuipivie theater every Thursday/Friday
a new movie program starts running, which has to be finalized opréeeding Monday. The critical
time window is the Monday morning after the attendance figafebe recent weekend have become
available and before the information about the new schedule hassenbto the newspapers and posted
online.

The purpose of this study is to develop a procedure that nitaiessible to automate the movie
programming process as described above. We developed a mathlepnatiedure that produces the (al-
most) optimal schedule, given the demand information and the vammssraints. Such an algorithm
should work fast and should deliver the output in a format thatizantly be entered in the theater's
planning procedure. It should also be easy for a manager te lastkminute changes to the schedule as
recommended by the procedure. In decision situations like thig taer always be new information,
(e.g., about a strike, a sudden change in the weather), thatiirchioled in the model and that may in-
duce the manager to make last minute changes in the schedeligefidration of a recommended sched-
ule can be automated, but for the implementation of a schedule, human judgimentans vital.

We were asked to work on this problem by Pathé, the largese raghibitor in the Netherlands.
They view the current manual programming procedure as beinguimbersome and time-consuming.

Our purpose was not to just save the time of the programmer, but also totthr poben terms of gener-

% In the Netherlands the new movie week starts amsthay, in the USA and Canada this is on Friday.
6



ating movie schedules that may attract larger numberssivérs. It was decided to take the set-
ting of one particular Pathé location, the De Munt Theateouagmpirical environment. Management
provided complete access to the internal data they had, and closetgnenbiiie project and its results.

A key input to the scheduling algorithm is the demand informatbmut the movies in the movie
list. For each movie in the movie list we need to forettesihumber of visitors that this movie will gen-
erate in any given showing. This estimate has to be availatdadb day of the week and for each differ-
ent possible starting time of the movie. For this purpose, welaged a forecasting procedure with two
modules. The first module is for movies that have been running already. The obsemaedsof visitors
are used to estimate a forecasting model. The second moduoleniswly released movies, where the
numbers of visitors are forecasted in an indirect way, usingliaeacteristics of a movie as predictor
variables. These forecasting procedures are described aftlisthission of the scheduling algorithm.

We call the complete model, the scheduling algorithm integjradéh the demand assessment
procedure SilverSchedulerAfter the description of the scheduling part and the fotewppart ofSilver-

Schedulerwe discuss its implementation at the theater De Munt.

3. A Column Generation Approach to Solve the Movie Scheduling Problem
To produce a movie program for a certain week, we need tasfinddules for the different days in that
week. We define thenovie scheduling problefiMSP) as the problem of finding the optimal movie pro-
gram for a single day given the list of movies to be shdta ‘(movie list”), the running times of these
movies, the demand figures for these movies, the capaaitte different screening rooms, information
about contractual agreements with distributors about screemdmgs for particular movies, and which
takes into account the different constraints as mentionedctinBe. In Section 5, we describe a proce-
dure to come up with a week schedule by solving a sequence of MSPs.

The MSP has many similarities with other well-known schedupraplems such as vehicle
scheduling/routing, aircraft scheduling/routing, and crew sched(@ingombinations of these problems).

These kinds of problems are often formulated as set paititi or covering problems (eventually with



additional constraints). We also use a set partitioning tyferofulation. A drawback of such a formula-
tion is the large number of variables, which can be overcomssiog column generation techniques. We
refer to Barnhart et al. (1998), Libbecke and Desrosiers (2868)Desaulniers et al. (2005) for a gen-
eral introduction on column generation. Some recent referencggplicasions of column generation to
the aforementioned scheduling problems are Lobel (1998) for lgebahieduling, Desaulniers et al.
(1997) for aircraft routing and scheduling, Huisman et al. (2003pfegrated vehicle and crew schedul-

ing, and Sandhu and Klabjan (2006) for integrated airline plan.

3.1 Mathematical Formulation

Before we present the mathematical formulation of the MSPirsterftroduce some notation. Analogous
to the so-called time-space networks in transportation problerhsasuegehicle and crew scheduling, we
use hergime-movienetworks. These networks are acyclic directed graphs deno®t-gy°,A%), and are
defined for each screem Furthermore, leg andM be the set of screens and movies, respectively. Recall
that due to capacity restrictions and contractual agreementd nuivées can be shown on each screen,
therefore we defin®® as the subset of movies that can be shown on ssr&&a denote for each movie
m its duration and cleaning time ds, andcl,,, respectively. Defind as the set of possible time points at
which a movie can start, wheteis the time corresponding to time poinin each graph, a nodéen{)
corresponds to starting a movieon time point on screers. Moreover, a source and a sink are defined.
There are arcs from the source to all intermediate nodesya@amdttiem to the sink. If on a screen only
one movie is allowed to play throughout the day, an arc is definec:éeteach pair of nodeisnf) and
(,n) if t; > t + dr*+ cly, with m=n. In Figure 1, the time-movie network is depicted for thisipaler
case. For instance, there is an arc between nodes (1,13,ahdoecause the duration and cleaning time
of movie 1 is not larger than the time between time points 1 angathAin the network corresponds to a
feasible schedule for the whole day on one screen. In this tbasdotted path corresponds to showing

movie 1 on time points 1 and 3.
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Figure 1: A time-movie network for one screen (with one movie pescreen)

If two movies can be shown on the same screen, the networleizdexit to two layers. In each
individual layer, there are only arcs between nodes corresporalthg tsame movie, while the arcs be-
tween the layers are between nodes with different movies. 8isagch of movie on a screen is not pre-
ferred, a penaltQ is introduced when the arc between the different layersasech In these networks
each path from source to sink is a feasible schedule for oeenscrhe cost of a path is definedcgs
which is equal to the sum of the costs of the individual arcs in thepath ar¢i,m,j,n) has as costs
-min {dm,cap} which is the minimum of the expected demand for mavan time poini and the capac-
ity of screersif (i,m) and(j,n) are in the same layer, a@l— min{d,,cap} if the nodes are in a different
layers. The basic movie scheduling, where every movie cgnbenshown on one screen, can now be
seen as finding a path from source to sink in each network Batthe total cost of the paths is minimal
and each movie is in exactly one of the paths. In mathematioad,tthis can be directly formulated as a
set partitioning problem with decision variabf, which is 1 if pathp is selected in networ&® and 0

otherwise.



min > > c,x} (1)

sS pOps
t Y Danx = OmOM (2)
S popP®
> ox =1 OsOS (3)
pOP®
x5 0{01} OsOS, pdP® (4)

Herein,P® is defined as the set of all pathsGh and parameter&y,, are 1 if moviem is in pathp corre-
sponding to screemand 0 otherwise. Notice that the formulation can be extended to theositwéire a
movie can be shown on different screens during the day. Since this situation is asetieaur applica-
tion, we do not take it into consideration.

Of course, not all practical aspects have been taken iotmacin this mathematical formulation
yet. In the remainder of this section, we discuss three tapoaspects that can be taken into account by
adding extra sets of constraints.

The first aspect deals with the fact that only one moviestanm at the same time on a floor dur-

ing crowded periods. This can be formulated with the following set of camtstrai

> Y berxs < Of OF,i 0T, (5)

SIS pOpP®
whereF is the set of floors an@ is the set of time points over which this condition should hadarRe-
ters B, and & are 1 if at time point a movie starts in path belonging to screesis, and screenis on
floor f, respectively, and O otherwise.

As mentioned earlier, it is important for the management thegitain pre-specified intervals (in
our case every 20 minutes), there is at least one movie starting. Howevextthirequirement can result
in a too large reduction of the number of visitors. Therefmeadd a 0/1 decision variableindicating
whether these constraints are satisfied or not (it igHeifconstraint is not satisfied). The following set of

constraints is added to the formulation:

3 305 b XE +y, 21 O oL,ijOT, (6)

S pOpS
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where L is the set of intervals and, are the time points in intervdl. Moreover, we add the

termz Ry, in the objective function, wheRis a penalty for violating one of these restrictions.
100

The third and final aspect that we explicitly take into éerstion has to do with the closure of
the theater. Since it is undesirable for all movies toarte same time, in a certain fractiorr afcreens

the last movie has to be finished before a certain time:

d Y hexe =, (7)

sS pops
whereh, is 1 if the last arc in path starts from a nodé,m) wheret; + dry, is less than a certain pre-
specified time.

To summarize, the MSP can be formulated as follows:

(MSP)  min ) >c,x;+R>y, (8)
sJS pOps 0L
st. Y Yasxs =1 OmOM, 9)
S pOpPs
D> oxs=1 OsOS, (10)
pOP®
> > beix; <1 Of OFi0OT,  (11)
sJS pOps
ZZ(biZ +..+b2 ) +y 21 OroL,i,j OT,, (12)
s0S popP®
d Y hxe =, (13)
1S poP®
x> 0{ 01} OsOS, pOP°.  (14)

3. 2 The Proposed Algorithm

As argued before, we will use column generation techniques towdsathe large number of
variables. The general idea behind column generation, introduc&himyig and Wolfe (1960), is to
solve a sequence of reduced problems, where each reduced problarortaigs a small portion of the
set of variables (columns). After a reduced problem is solvadweaset of columns is obtained by using

dual information of the solution. The column generation algoritbnverges once it has established that

11



the optimal solution based on the current set of columns cannotpbevied upon by adding more col-
umns. Then the optimal solution of the reduced problem is the omwhaion of the overall problem.
We will refer to the reduced problem as thaster problenand to the problem of generating a new set of
columns as thericing problem
Traditionally, column generation for integer programs is usexblve their LP-relaxations. However,
we will use it in combination with Lagrangian relaxation (foe reader unfamiliar with Lagrangian re-
laxation, see Fisher (1981)). This approach has been chosen for the folleasogs.
» For this problem, a set of columns generated to compute the lower housdut to be a set
from which we can select a reasonably good feasible solution.
» Since we compute a lower bound on the optimal solution, we obtain antimliabout the qual-
ity of the constructed feasible solution.
» Lagrangian relaxation has been shown to provide tight bounds forrtitbpiag type of prob-
lems (see e.g. Beasley (1995)).
We refer to Huisman et al. (2005) for a more comprehensive disouabout combining column genera-
tion with Lagrangian relaxation. In the remainder of this sective present the algorithm to solve the

MSP. In Figure 2, we summarize the algorithm’s main steps.

Step O:Initialization

Construct an initial feasible solution and take those columns asgtanes.
Step 1:Master problem

Obtain a good set of dual multipliers by solving a Lagrangian dual problem.
Step 2:Pricing problem

Generate for each screen new columns with negative reduced costs.

As long as we find new columns, return to Step 1. Otherwise, go to Step 3.
Step 3:Construct a feasible solution

Solve the corresponding integer program with the subset of columns genef@ateg th

and the initial ones from Step O to optimality.

Figure 2: Schematic picture of the algorithm

In Step 0, we construct an initial feasible solution by showirh @zovie once and setting all y-
variables equal to 1. This solution gives an initial set airools. The first time that we solve the master

problem in Step 1 we use this set columns.

12



Master problem
To solve the master problem (Step 1), we use a relaxation®®P)My replacing the “=" signs by

“>" signs and subsequently relaxing the constraints in a Lagnawgay. That is, we associate Lagrange

multipliers A.,, U V4, O;

3 and a to Constraints (9-13), respectively. The remaining Lagrangian s

problem can then be rewritten as:

min > Y coxd + > (Roy )y, (15)
s1S pOps® 0L

s.t. x; 0{01} OsOS, pdP®, (16)

y, 0{01} aroL, (17)

whereCp =C, = Y. Aas — i — > > vibies =Y. > > gy (b5 +...+b5) - w.
mM

fOF 0T, I0L i, joT,

The Lagrangian subproblem can be solved by inspection, 4. if EZ< 0 and 0 otherwise, ang= 1 if

R < g, and 0 otherwise. In this way, we obtain a lower bound for the gigenf columns. We apply
subgradient optimization to find the best lower bound. For the réaideested in this topic, please see,

for example, the survey of Beasley (1995). We will not go to into further dheta!

Pricing problem

In Step 2 we generate new columns with negative reduced cost® thikereduced costs of a

column corresponding to paphon screers is denoted byf:,i For each screen, we generate new paths by

solving an all-pair shortest path problem between each paiodés (excluding the source and sink
node). From all these possible paths, we add the k-smallestootinesrhaster problem. By solving an all-
pair shortest path problem, we get a large variety inrank, which makes it possible that only a few it-
erations in the column generation procedure are necessary.rmotegwe calculate a lower bound on
the overall problem by adding the reduced costs of all generatechns by the lower bound obtained in
Step 1. If this difference is small enough, we quit the column gdoerprocedure and construct a feasi-

ble solution. Otherwise, we return to Step 1.

13



Feasible solution
Finally, we construct a feasible solution for the movie sclireglgproblem. This is done by solv-
ing the problem (MSP) with the initial columns and the ones geteduring the column generation to

optimality. For this purpose, we use the commercial MIP solver Cplex 7.1.

3.3 lllustrative Computational Results
To help evaluate the algorithm’s performance we conductedataests on Pathé’s data. We
constructed daily schedules for a number of days, with varyindersof movies. After discussing the

results with Pathé, we set the values for the parameters Q and Ri¢s¢ta@lt00 and 10, respectively.

#
mov-

Day ies Gap (abs) Gap (in %) Cpu* Step 1 Cpu Step|2 Total cpu**
20050303| 19 42 1.34 60 65 145
20050310| 18 23 1.05 42 50 116
20050317| 17 27 1.40 87 64 185
20050324| 19 30 1.52 56 54 117
20050407| 18 28 1.32 56 46 110
20050414| 16 33 2.04 49 44 101
20050421 | 18 18 1.00 86 75 176
20050428 | 17 18 1.59 44 46 117
20050505| 22 25 3.27 105 215 441
20050519| 17 28 2.67 62 61 138
20050526| 15 6 0.60 43 27 74
20050602| 15 22 1.36 58 34 98
20050630| 19 23 1.36 44 56 107
20050714| 20 21 1.52 102 107 223
Average 18 24.57 1.58 64 67 153

* The Cpu times are measured in seconds on a Pentium 1ll, 1 GHz PC (384MB RAM)
** Total cpu time also includes Step 0 and 3

Table 1: Computational results of the movie scheduling algorithm
In Table 1, we report for 14 instances (days) the number of makiegapsolute and relative gap

between upper and lower bounds on the optimal solution, and the comptitats (in seconds) for the

14



master problem (Step 1), pricing problem (Step 2) and the ctargigorithm. The number of screens is
equal to 13 for all instances.

As can be seen in Table 1, the relative gap is between 0.68.2r%. The average gap is
1.58%. The total computation time is very reasonable: on awéragkes about 2.5 minutes. The most
time, as expected, is spent in the column generation péneadlgorithm, where the time to solve the

master and pricing problem are almost equal.

4. The Conditional Forecasting Method

Developing a week’s schedule requires forecastafothe attendance for a screening of mqvie
starting at time, for all movies available for screening and for all posdiiohes (in ten minute intervals)
for every day of that week. Such forecasts would be required eactapto be available for the optimi-
zation algorithm so that recommendations to management coulddeeanavlonday. In order to use the
most recent possible data, the forecasting procedure had to bestamvipl less than 12 hours. This es-
sentially ruled out some simulation-based forecasting modeels as Hierarchical Bayes models (e.g.,
Ainslie, Dréze and Zufryden 2005).

As is well known, the age of a movie is an important factaleii@rmining its appeal to the audi-
ence. A number of empirical studies report that moviegoersaded for most movies typically decreases
across weeks (e.g., Sawhney and Eliashberg 1996, Krider and Weil@®3gLehmann and Weinberg
2000). We use a two-parameter exponential model to capturedfiests. For most movies, these pa-
rameters can be estimated from the detailed attendancelsemaintained by Pathé. For movies for
which we do not have attendance data for the De Munt Theatat feast two weeks, we developed a
secondary procedure to estimate the two parameters of the exponentialThizdefocedure is described
more fully below. Also, there are other effects, such as holjdayieh may influence attendance and we
include control variables for such effects as well.

In addition to these weekly effects, there are more micratsfiihat need to be considered. In

particular, we introduce variables that account for dajefweek and time within a day (in hourly inter-

15



vals) at which movies are shown. We also allow for other ldéetéactors such as weather (temperature,
precipitation) and whether the Dutch national football (socaantis playing a major international
match. Our choice of variables to include was guided by prelimiaaalysis of the data and published

papers. As described below, we divided our procedure into three steps.

4.1 Method description

Step 1: Demand Model Estimation

In the first step, we use past attendance figures to estamd¢mand model, which separates out
different time-varying patterns. Formally, we modeg] the attendance for a showing of moygarting

at timet as:

Ay =exp(d_ 6, O + A BGE
i

+2, 5, O+ D e O+ Y Y, Diwe + BarnicniSATNIGHTF duneviSUNPM
Oh Od Ov

+ QNG + brempDTEMP, + dprecikDPRECIR + &) (18),
where

L = Indicator variable for the event that moyis being shown

AGE; = Age of moviej at timet (number of weeks since movj&s first regular showing at the
theater)

Ly = Indicator variable for the event that starting tinie within hourh, h /7{10am — 10pm}

lape = Indicator variable for the event that starting titrie on dayd, d /7{Monday, Tuesday, ...,
Sunday} f

Lyt = Indicator variable for the event that starting titrie on an Amsterdam holiday or school

vacationv, v /7{Spring vacation, May vacation, Ascension Day, Whit Sunday, Whind&y, Easter
weekend, Summer vacation, Fall vacation, Christmas vacation}
SATNIGHT = Indicator variable for the event that starting tinie between 11pm and 1am of a Saturday

SUNPM = Indicator variable for the event that starting tinie between 2pm and 6pm of a Sunday
NG = Indicator variable for the event that starting timeccurs during the time when the Dutch
national team is playing in a major tournament and is televised

DTEMPR, = The maximum temperature of the day starting tifisein

DPRECIR = The indicator variable for the event that starting timis in a day with nonzero

precipitation (e.g., rain or snow).

* For completeness, all possible values of the atdicvariable are listed in the text. The base asell the indicator variables
are stated in the tables reporting results.
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g and/; are the two movie-specific parameters capturing the tiereltof an individual movie’s
attractiveness across weeks. In particular, we assume theiatrass of each movie title
follows an exponential decay, witf§ characterizing the scale of the movie’s attractivenepsniog
strength) andl; capturing the weekly decay of the attractiveness.

As discussed earlier, the other type of time trends inh@rahe attendance is moviegoers’ time
preference to watch a movie; these effects are capturdardy sets of parametegs, w, andy. The
K's capture the time of year effect. In particular, aviegoers tend to have more free time for leisure
activities such as going to movie theaters during holidayschool vacations, as compared to normal
work or school days, we expect all of these parameters to bévposkive school vacation periods,
namely spring, May, summer, fall and Christmas vacationsratédentified. Three public holidays out-
side these vacation periods, namely Ascension Day, Whit weekerithatat weekend are then added to
capture the other potential holiday effects.

The day of week effect is captured by tag's. Seven parametetgion, wWrue, Wep, Wrhu, GERI,
wsat and asyy capture this time trend. At the more micro level, &s capture the time of day effect.
We expect the3's corresponding to the daytime to be smaller than thoseh&oevening. While the
normal operating hours of the DeMunt are bound by 11 pm, occasionallynsowes are shown after 11
pm on Saturday. We therefore use the parandgieficyrto capture the effect of this extension on Satur-
day. We also include a parameter to represent Sunday afterrggqas)(as our preliminary data analy-
sis showed that attendance for this day was typically higher in thiea@dtethan on other days.

We want to control in our demand model three additional systershifits of the attendance:
whether the movie is screened against a strong competingelaistivity (we focus on major tournament
soccer game played by Dutch national team), the highest teomgeofthe day, and whether there is rain
or snow during the day. The parametékg, dbreme anddbprecipCapture these systematic shifts.

After assumings: N(O, o), we take the logarithms of (18) and estimate the transtbrmlel

by OLS, using all the available attendance figures up to thel& preceding the Thursday the new
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movie program starts. When additional attendance datadaled each week, the demand model is re-
estimated with the extended data set.

The current demand model assumes that the attendance ofjratarting at time is not affected
by which specific movies are shown at the same time. Momgplex models that capture substitution
effects are explored in Ho (200%ut they provide limited improvement in the prediction power, avhil
greatly increasing the complexity of the mathematical dptition. Consequently, we retained (18) as the

demand model for the current project.

Step 2: Determinatioaf Movie-Specific Parameters

In capturing individual movies’ attractiveness, the two setsiofie-specific parameterg] and
A are crucial to our demand forecasting. We separate owafgineg procedure into two cases: (1) mov-
ies with attendance data for 2 or more weeks and (2) nevelgisedl movies with no data, as they are yet
to be shown, or with one week of data, if they have been shown for just one week aMbetOéeatre.
When there are two or more weeks of data for a movie tileg 1), we have sufficient information to
estimate botlg and/; from (18). To make forecasts for such a movie, we usestitaaes ofg and/;,
obtained from the first step with the most recent data. Ontttex band, for movies with either limited
or no attendance data (case 2), there are no estimagegafid/or/; ) from the first step. To deal with
this issue, we first built a regression model that relgtegand/or/; ) to movie attributes that might ex-
plain § (and/or/; ). Once we obtain the coefficients of this regression megelise these numbers and

the values of the attributes for a new movie to estimate that reoratie off (and/or/; ).

More specifically, we regress (say) the valueé pthe estimates of from the first step on vari-
ous movie attributes using the following model:

8 = o+ poulD-USA + pop@-DUTCH +0000-OTHER

+0 e -ENGLISH +0, 5 I-DUTCH, +00/-OTHER +£bp/D-DUTCH

+ s SEQUEL + o-c FRANCHISE
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+0sowiBOWL +0rwi/TNW1 +050w1wBOWIWZ

+0c MPAA-G +0ocMPAA-PG +0pc13MPAA-PG13+0: MPAA-R

+0orADRAMA +0scACTION +0com@OMEDY +0rconRCOMEDY
+omusMUSICAL +05ygSUSPENSE+0seSCIFL +010rEHORROR +0:anEFANTASY +00esWESTERN
+0aBNIMATED +0apv/ADVENTURE+050cDOCU, + £ (19)

See Appendix 1 for definitions of these characteristics. RdciDand other movies for which
there was no U.S. release, such variables as US box officeuesvare set to zero. The indicator variable
is sufficient to capture the fact that no additional inforarafrom the US box office is available for esti-
mation purposes

Using the parameter estimates, we then prefiictr the new movies yet to be opened (case 2) by
inserting the new movies’ characteristics into (19). (Foifélxemovies that opened simultaneously in the
US and the Netherlands, outside estimates of the US box offieeused.) For movies with one week of

data, a similar procedure is used for the decay Aate,

Step 3: Attendance Forecasts

In this step, we use (18) to generate forecasts forallew available for screening (cases 1-2) at
all possible times in the new movie program. Specifically,take all the parameter estimates from the
first step and, when needed, the estimate® ahdA; from the second step, to forecast the expected atten-

dance for movig starting at future time E(A):

E(A) = exp(Y_8, Oy + A BGE;
E

+3 B O+ > @, Do+ D J, De + Gamicrr SATNIGHT Gunen SUNPM
Oh Od

Ov

+ &e NG, + reve DTEMP, + drece DPRECIR + 62 /2) (20)
As our parameter estimates are obtained by taking theitlogarof (18) and then estimating the trans-

formed model with OLS, when we use these OLS estimates orithieal non-linear model of (18), there
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will be a downward bias in the forecasts (Hanssens et al 2003, p\B@5)ise the correction factdr’ /2

in (20) to compensate for this downward bigg (is the estimate for the variance&fin (18)).

Unlike other variables in (20), the future values of the tweather variablesDTEMP, and
DPRECIR) are unknown at the time of forecasting. We therefore usgabernment weather forecasts
for Amsterdam, where the De Munt is located, as the valud3TBMP, (=forecasted maximum tempera-
ture) andDPRECIR (=1 if probability of precipitation > 0.5).

Data Management

For our runs of SilverScheduler in the 14 weeks in the period¢hauly 2005, we continuously
updated our estimates as new data became available. Sfigcifieastarted with 57 weeks (January 29,
2004 — February 27, 2005) of attendance data, giving us 28Hstvations for estimation in the first
week. For each Sunday, the data set was updated with a n&wfwsda up to that day, adding around
400 new observations (each week has about 400 movie scregnings)

Some particular aspects of our data collection process ath nating. While there were some
free admissions to movies, our estimation only included paid agmg As only 3% of movies reached
90% of capacity and average utilization per showing was about 26%owet consider capacity con-
straints in either our estimation or programming model. Alsodavaot consider price effects. Although
the De Munt theater charges slightlifferent prices for showings starting in different tislets (e.g.,
matinees) and for moviegoers of different ages (e.g., sdicounts), prices are the same across differ-
ent movie titles. As a result, the price variation is péisfemorrelated with the time of day variation.
Therefore, the price effect will be completely absorbed by thedinday parameters and there is no need

to include any price variables.

® After completion of the test runs, we performedaadit of our data management process and found sunw data manage-
ment problems. For example, the attendance at @entfoat was double booked in two screens was cagdhiimto one data point.
These effects had a small overall impact and lddg® accurate forecasts than otherwise would beserred. (We verified this
by running our model for an additional week aftecdvering these problems and found an increagteeifi? between forecasts
sales and attendance compared to our mean resnlthi$ paper, we use the forecasts originallyegated as they were the ones
used in our interactions with management.
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4.2 Evaluation of Forecasting Performance
Table 2 shows the estimation results for our main forecastodel (18). For brevity, we report only the
estimation results in the first week. To identify the mdde&l), we set “classics” screened at 8pm on
Saturday as the base case. As can be seen in Table 2, the result¢rdtartogk face validity and strong
explanatory power. The?Ror the first week is 0.64; across the 14 weeks in our stheyR between
predicted attendance and actual attendance averaged 0.65, vgthvalbe of 0.81 in week 6 and a low
value of 0.43 in week 8.

As can be seen in Table 2, all but one of the estimated coefficiergtadstically significant; this
is not surprising given the large sample size. More impdytathie values of the coefficients are consis-
tent with expectations: 1) the estimatesfpincrease as we go into the evening (8pm is the most prefer
able time to watch a movie), 2) the estimatesaipon Saturday and Sunday are the largest; 3) all the es-
timates fory, are significantly positive; 4) Sunday afternoons are better thaa tiagher days (but other
times on Sundays are equivalent to the base case); and 5) Inaticrer games negatively affect movie
attendance. In addition to the coefficients reported inéabmovie specific parameter values gand
A were obtained for each movie. For example, based on the\dal@bée for the week of March 3, the
movie Passion of the Chrishad values o] =0.224 andj; =-0.053, indicating a strong opening and a
slow decay rate. For movies in their first or second weeghofving, the characteristics of the movies
were used to estimate values&f and A; as shown in equation (19). As expected, the need tomely o
estimates had an effect on the accuracy of our forecasts.x&opke, across the 14 weeks, the average
error for new movies was -19.7 admissions per showing; for maitbgust one week of data, the mean
error was 12.8 admissions per showing; and for movies with tvmooe weeks of data, the mean error
was -6.4 admission tickets per showingruture work should examine methods to obtain better estimates
for new movies. Market research techniques such as thosgbeesin Eliashberg et al. (2000) or data
from new data sources such as the Hollywood Stock Exchange (SmhSkiara 2003) could be usefully

employed to obtain such results.
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Movie Program: Mar 3-9, 2005
R-Square 0.6423 TUE -0.380 <.0001
Adj R-Sq 0.6361 WED -0.431 <.0001
N 23148 THU -0.291 <.0001
Variable | Parameter Estimate Pr>|t| FRI -0.165 0610
Intercept 5.07] <.0001 SUN -0.015 0.4333
10am -2.011] <.0001 SATNIGHT -1.033 <.0001
1lam -1.712 <.0001 SUNPM 0.512 <.0001
12pm -1.885 <.0001 National Soccer -1.123 <.0001
1pm -1.334 <.0001 Easter Weekend 0.452 <.0001
2pm -1.063 <.0001 Ascension Day 0.891 <.0001
3pm -1.066 <.0001 Whit Weekend 0.850 <.0001
4pm -1.164 <.0001 Spring Vacation 0.589 <.0001
5pm -1.063 <.0001 May Vacation 0.365 <.0001
6pm -0.768 <.0001 Summer Vacatign 0.142 <.0001
7pm -0.349 <.0001 Fall Vacation 0.616 <.0001
9pm -0.237 <.0001 Xmas Vacation 0.7p3 <.0001
10pm -0.491 <.0001 Daily Max. Temp. -0.003 <.0001
MON -0.590 <.0001] Precipitation 0.084 <.00p1

Base Case: Classics screened at 8pm on Saturday

Table 2: Estimation Results of Demand Model (18)

5 Application of SilverScheduler to a Multiplex in Amsterdam

5.1. Empirical setting
The complete SilverScheduler procedure (scheduling algorithmnélitmmal forecasting method) was
applied to the De Munt Theater in downtown Amsterdam. We had alatal fdifferent movie weeks for
the De Munt, as well as data from the previous year for estimatitia iralues of the model parameters.
For each of the 14 weeks we received the following information froméPath
* The movies to be scheduled in that particular week (i.e.ighefl movies), with their running
times. The average number of movies to be scheduled was 18, ranging from 15 to 22.
» Contractual agreements with distributors that certain nsowidl be shown in certain screening
rooms. Typically, such agreements are made for newly releasei@s (1 to 3 per week). Some-
times the screening room is specified; sometimes theeawnt says that the screening room

should be above a specific seat capacity.

% The Mean Absolute Errors were also calculatedveeie 37.2, 22.6, and 19.0 respectively for new m®vinovies with one
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* Opening and closing times of the theater for weekdays and wedkgadnd information about

the times required for cleaning the screening rooms between two shows.

Additional managerial requirements

First, movie visitors should never have to wait more than 20 esnuntil the next movie starts.
In this way, Pathé tries to appeal to people who just want ta sewvie, without a strong preference for a
particular one. Therefore, the time between two subsequent stavie should not be more than 20 min-
utes (implemented with a penalty function). Second, for high patentivies there should be the possi-
bility of double of even triple booking. This means that the samdaris shown in different screening
rooms at the same time. We accommodated this in our system, and to get the masticduhafh poten-
tial movies, we decided that the starting times of the samweriodifferent screening rooms would be at
least one hour apart. Management informed us as to which moviesl $feodbuble or triple booked.
Third, there is a problem of crowding. The screening roomseoMDnt are on two different floor levels,
with rooms 1 to 8 on one floor and rooms 9 to 13 on the other. Thel@sriand hallways are quite nar-
row. To avoid overcrowding, a rule was introduced that at the tim®g (all evenings and Saturday and
Sunday afternoons) not more than one movie can start in thetisaenblock on the screens 1 to 8, and
the same for the screens 9 to 13. This spread in movie &aalso favorable for the sales from the con-
cession counters, which have a more evenly distributed demand wathig-ourth, management wanted
to limit the numbers of screen changes, i.e. the number of tiraeanother movie has to be mounted on
the projection system for a particular room. Movie reelspimgsically quite big and difficult to handle,
and. there is a (small) probability that the movie redlfail and be damaged. We limited the number of
screen changes by imposing a penalty for each screen change.

As demand input we used the estimates produced by the demand fogepastiedure, as de-
scribed earlier. This means that we have a forecagsh&number of visitors for every movie for each
possible starting time/day combination in the week for whichstiiedule is produced. Here we work

with a grid of starting times that are one hour apart.
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From day schedules to a week schedule

Employing the procedures described above, we used SilverScheduler teahallales for each of the 14
weeks in our dataset. As is clear from the descriptiondtisse3, the scheduling algorithm, in principle,
makes a schedule for a day (it solves the MSP). However, ¢ dbes not have the same movie sched-
ule on each of the seven days of the week. First of allir&ats and Sundays are different from week-
days. On both weekend days the theater opens at 10 am (compared tm veeekdays) and on these
days there are some children movies shown (until 6 pm). Further8attgday is different from Sunday,
because Saturday is the only day that the theater is oped.@0tam. On all other days, it closes at mid-
night. Finally Wednesday is different from the other weekdaygeschildren movies are shown on
Wednesday afternoons. To take these differences into accounpeeeged as follows. We first applied
SilverScheduler to generate a schedule for the four daysrgdlay, Friday, Monday, and Tuesday) that
have the same schedule. Subsequently this “base schedule” agthedstarting point to make schedules
for the other three days. Here the movies remain in the sareening room as in the base schedule, but
the times are adapted according to the requirements of thdicpagis. Furthermore, on Saturday, Sun-
day, and Wednesday children’s movies were inserted during theedgcing those movies of the base

schedule which had the lowest number of visitors.

5.2 Results for one day

To illustrate the SilverScheduler approach to movie schedalngto compare it to the corre-
sponding actual Pathé schedule, constructed manually, we usesthgafir(Thursday, March 3) in our
dataset. There are 26 movies in total for this week, inclugliogpies ofConstantine (For a list of mov-
ies and name abbreviations, see Appendix 2.) The last 3 movielsdistéor dedicated showings in spe-
cific screens. There are 4 children movies (not shown on ThygsBadays, Mondays or Tuesdays), so

there remain 19 movies that need to be scheduled.
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Figure 3 shows (1) the actual schedule as produced by Pathé managedithesmdl€2) the
schedule generated by SilverScheduler (right). As can be seen frora Bjgue have divided the open-
ing time of the theatre [from 12.00 (noon) to 00.00 (midnight)] into time intervals ofriites each.
The numbers behind the movie names are the forecasted numbers of visitoespfanticular show. For
this particular week there was only one contractual agreement disttriutor, requiring that the movie
Hide and SeekHS) should be shown in one of the two largest screening rooms, i.e., eiticezéniSg
Room 3 (340 seats) or in Screening Room 11 (382 seats). From Figure 3 it can be seathéishbs
HS in Screening Room 11, whereas SilverScheduler puts it into Scrégwamg 3. In Figure 3 the differ-
ences in running times between the different movies are clear.

Manual Schedule Schedule constructed with SilverScheduler
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Figure 3: Schedules for Thursday March 3, 2005

For example, foDer Untergang(UNT) the running time is 165 minutes, and ¥t Hard(VET) 105

minutes. (Running times include advertising and trailers.)
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After each movie showing, there is a cleaning time befareva movie starts. The cleaning time

is 20 minutes for a small room and 30 minutes for a large room.

Evaluation of the solution

The number of visitors for Thursday March 3, 2005, is 1785 in therSitheduler schedule,
against 1661 in the manual schedule. For this day, SilverSchednknatgs 124 extra visitors. Silver-
Scheduler manages to schedule more shows on this particuld&7dagainst 51 shows in the manually
constructed schedule. So in this case, notwithstanding thesesdeset of constraints, SilverScheduler is
able to accommodate more shows. The SilverScheduler solution bbaggjtirement that at least every
20 minutes a new movie should start. It is quite difficulteach this goal when the schedule is made by
hand. In the schedule for March 3 (Figure 3, left) this requiremembleted several times. For example,
there are no movies that start between 13.50h and 14.30h, between 19.30h and 20.0@tyveen
20,00h and 20.30h. Also the other managerial requirements are viaatatadly in the manual sched-
ule. For example, on the Saturday of the first week of our dataset (March 5, 200mwiothere) several
times the manual schedule allowed more than one movie tmstére same floor at the same time. This
will produce undesirable crowding. Also, it occurred that thereevmeore than two different movies in
the same screening room on the same day, which violates theagunst no more than two different

movies on one screen (i.e., too much screen switching).

5.3 Results for the 14 weeks

We evaluate our overall results in several ways. FirstJogk at the scheduling efficiency, par-
ticularly the number of movies that are shown in each week. Secendxamine the revenue implica-
tions. Table 3 shows the number of movies (“movie showingstwbald be shown in the Silver Sched-
uler schedules as compared to the Pathé schedules. Althougts&iwduler has to take into account a

large number of constraints, it still manages to schedulbtislignore movies than the programmers at
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Pathé have done (+ 0.51%). But of course, the main contributioiivefSheduler should be that it

schedules “better” movies, which should result in higher ticket sales.

Pathe schedule SilverScheduler
Movie Showings Ticket sales Movie Showings Ticket sales Improvement

200509 ([Mar 03 - Mar 09 394 18316 423 22930 25.2%
200510 ([Mar 10 - Mar 16 396 13903 397 16379 17.8%
200511 ([Mar 17 - Mar 23 415 15229 418 16069 5.5%
200512 ([Mar 24 - Mar 30 424 22292 414 24053 7.9%
200514 |Apr 07 - Apr 13 410 14378 418 15531 8.0%
200515 |Apr 14 - Apr 20 414 12166 432 13240 8.8%
200516 |Apr 21 - Apr 27 429 15370 434 16614 8.1%
200517 |Apr 28 - May 04 416 13675 404 14138 3.4%
200518 ([May 05 - May 11 439 9977 412 10502 5.3%
200520 ([May 19 - May 25 412 9257 425 10887 17.6%
200521 ([May 26 - Jun 01 406 9675 385 10099 4.4%
200522 (Jun 02 - Jun 08 418 11305 407 11639 3.0%
200526 [Jun 30 - Jul 06 409 13800 419 15654 13.4%
200528 [Jul 14 - Jul 20 419 15086 443 17763 17.7%

Total 5801 194429 5831 215498 10.8%

Table 3: Comparison of the schedules of Pathé and SilverSchaer over all 14 weeks;

Visitors’ predictions based on predicted demand, using Equatio(il8).

It is clear from Table 3 that there is considerable impnoent in attendance. If we compare both
schedules, the Pathé schedules and those generated by Sildat&ghend use in both cases Equation
(18) for predicting the numbers of visitors, we see that SBleleeduler shows an increase of 10.83%.
This improvement reflects the contribution of the schedulingrihgn, given the demand (i.e. the pre-
dicted numbers of visitorsh other words, this is the contribution of SilverSchedulehwprfect fore-
casts. However, actual visitor numbers tend to deviate froetdésted numbers. As we saw earlier, the
correlation between actual and forecast is on average 0.65ou@e¢ with imperfect forecasts, the im-
provement obtained through SilverScheduler will be less. To imastihis, we have also carried out a
comparison of the schedules of Pathé and SilverScheduler bades actual demand, as manifest from
the observed visitor data (i.e. ex post). For this purpose, usiragcthal visitor data for the week, a re-
gression model was estimated explaining the number of visitorshpev, by the movie, the day of the
week and the hour of the day. This model was then used to piteeliotimber of visitors per show, for
the schedule of Pathé, as well as the one from Silver8tdredror the Pathé schedule we could also

have used the actual data directly, but we felt that usingxfmost regression model predictions in both
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cases, gives a fairer comparison). Using this approachstimeated improvement in number of visitors
was 2.53% over the 14 weeks. While lower than the level report€dble 3, this is still a considerable
increase; it indicates there would be about 20,000 additiontdrgigier year, or abo#t150,000 in extra
revenue ($ 187,000).

In addition to generating more visitors, SilverScheduler plswvides direct operational effi-
ciency by automating the preparation of the weekly movie séhefilverScheduler saves a considerable
amount of managerial time and effort. The current process is cumbersib@megenerating a fair amount
of management frustration. Furthermore, all the expressed eraeag constraints are met. Taking these
managerial constraints into account (every 20 minutes a new mosiefrtesding) should over time have
a positive effect on the numbers of visitors which is notrtak& account in the current computations of

additional revenue.

6. Conclusions and further development

We have developed an algorithm, SilverScheduler that schedoldesrover the days of the week and
the times of the day. This algorithm, which follows the coluranggation approach, is able to produce
solutions in a reasonable amount of time (on average 2.5 miaumesyith very good accuracy (on aver-
age within 1.57% of the optimum). A forecasting module wasldped where the numbers of visitors
are forecasted using a model estimated on data from previous weeks.

We carried out the scheduling for the De Munt Theater in Awate for 14 weeks in 2005.
Comparing the SilverScheduler results with the manual schedsilesrScheduler generated improved
results. Within the constraints set by logistical and maiegensiderations, on average SilverScheduler
scheduled about the same numbers of shows as management @ixBcBidduler, however, schedules
better movies, and also takes better account of the marlagguaements compared to the manual solu-
tion. Assuming accurate forecasts, SilverScheduler genarataty 11% more visitors than the manual

schedules. When we make the comparison on the basis of actual dertfendiven week, the improve-
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ment in visitors through SilverScheduler is 2.5%. The latresunts to $ 187,000 in extra revenue for the
De Munt, on an annual basis.

Additional research should help to further improve SilverSchediilee first priority is to in-
crease the accuracy of the forecasts. As we have seen.forttasts significantly improve the perform-
ance of SilverScheduler as a whole. One possibility is tdogmwrthe currently used box office data with
market research data f market. This will improve the quality of thecésts, in particular for new movies.
Furthermore, new methodologies have become available for tlyepeadiction of the success of new
movies (e.g. Eliashberg et al 2000). Another area to examihe isnpact of movie scheduling on con-
cession sales. At present Pathé management estimaiestant amount of concessions sales per visitor.
However, concession sales may vary by the times when movieb@m and may be dependent on the
amount of queuing that occurs. An extension in this regard wouldip@sesting technical challenges,
but could lead to substantial profit improvements given the higlging&on concession sales. Also,
SilverScheduler has to be developed further in the directiordetidion support tool, so that it can easily
be used by the theater manager. This includes a user-frienelface, and intuitively-appealing screens
that are easy to navigate.

Pathé Nederland, the owner of the De Munt Theater, consideimpthementation of Silver-
Scheduler as an interesting opportunity. In that case, theyaetijust use it for De Munt, but for movie
scheduling for all of their 12 movie theaters in the Netherldhdhé Nederland has a planning and tick-
eting software system in place already, and SilverSchedutebeaised to deliver its schedules as the
inputs to this system.

While we describe our development of the SilverScheduler dhgoiih one theater, the problem
is a widespread one. There are 7000 theaters in the US and 10,000 in, Biirtgeeed with the same
problem. Movie theater programming is a time-consuming actigitgl as our example illustrates, the
required managerial constraints are not always mes diear that the possibility to delegate at least part
of this task to a decision support system is an important stejaurihr Theaters are increasingly moving

from manual ticketing systems to computer based ticketisigss. This should facilitate the adoption of
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computer based decision support systems. Probably even moreaimiggorthe future impact of systems
such as SilverScheduler in the movie industry is the expeaptavth of digital cinema. When this oc-
curs, movies will not be delivered to theaters on huge reels@mey but on simple diskettes or electroni-
cally. This will make theaters much more flexible in trmiheduling. In such a situation, the scheduling
possibilities will multiply, making it even more important tave an algorithm like SilverScheduler as

part of a decision support system to help management find the best schedslthEaters.
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Appendix 1: Definition of Movie Attributes

0O-USA = Indicator variable for the event that moyie made in the U.S.
O-DUTCH = Indicator variable for the event that moyils made in the Netherlands
O-OTHER = Indicator variable for the event that moyils made in other countries
L-ENGLISH = Indicator variable for the event that moyie in English

L-DUTCH = Indicator variable for the event that moyiis in Dutch

L-OTHER = Indicator variable for the event that moyi in other languages
D-DUTCH  =Indicator variable for the event that moyiis dubbed Dutch

SEQUEIL = Indicator variable for the event that moyis a sequel

FRANCHISE = Average worldwide box office gross of all preceding movies in tyectiise of movie
j, if moviej is a sequel.

BOwW1 = Opening week’s box office sales in the U.S., if mgueemade in U.S.
TNW1 = Opening week’s theater numbers in the U.S., if mpisanade in U.S.
BOWI1W?2 = Box office sales percentage change from opening week to the second weeW i8.th

if movie | is made in U.S.

MPAA-G = Indicator variable for the event that moyie rated G by MPAA and made in U.S.

MPAA-PG = Indicator variable for the event that moyie rated PG and made in U.S.

MPAA-PG13 = Indicator variable for the event that moyie rated PG13 and made in U.S.

MPAA-R = Indicator variable for the event that moyiis rated R and made in U.S.

DRAMA = Indicator variable for the event that moyie classified by Variety.com to be in the
drama genre and made in U.S.

ACTION = Indicator variable for the event that moyie in the action genre and made in U.S.

COMEDY = Indicator variable for the event that moyies in the comedy genre and made in U.S.

RCOMEDY = Indicator variable for the event that moyis in the romantic comedy genre and made
in U.S.

MUSICAL = Indicator variable for the event that moyis in the musical genre and made in U.S.

SUSPENSE = Indicator variable for the event that moyies in the suspense genre and made in U.S.

SCIF} = Indicator variable for the event that moyies in the sci-fi genre and made in U.S.

HORROR = Indicator variable for the event that moyies in the horror genre and made in U.S.

FANTASY = Indicator variable for the event that moyies in the fantasy genre and made in U.S.

WESTERN = Indicator variable for the event that moyie in the western genre and made in U.S.

ANIMATED = Indicator variable for the event that moyie in the animated genre and is made in
u.s.

ADVENTURE = Indicator variable for the event that moyiis in the adventure genre and made in U.S.

DOCU = Indicator variable for the event that moyiis in the documentary genre and made in
u.s.
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Appendix 2: List of movies for the movie week of March 3-9 2005

No Full Name
1 Million Dollar Baby
2 Meet The Fockers
3 Constantine
4 Constantine
5 Melinda And Melinda
6 The Aviator
7 Birth
8 Team America
9 Ray
10 Raise Your Voice
11 Shall We Dance
12 Spongebob
13 The Life Aquatic
14 Bride And Prejudice
15 Hide & Seek
16 Vet Hard
17 Closer
18 Der Untergang
19 The Woodsman
20 Lepel
21 Plop & Kwispel
22 Incredibles
23 Streep Wil Racen
24 Passion Of The Christ
25  Goodbye Lenih
26  Hitch’

1) One show, Sunday morning

2) One show, Saturday night

3) In minutes. Advertising and trailers included

Abbreviation

MDB
MTF
COo1
CO2
MM
AVI
Bl
TA
RAY
RYV
SWD
SNL
AQ
BAP
HS
VH
CLO
UNT
WOO
LPL
PK
INC
STR

PAS
GL
HIT
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Kids?
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
Yes
Yes
Yes
Yes

No
No
No

Duration®

147
130
136
136

114
185
115

113
167

118

121

99
133

126

122

105

119
165
103

104

71

130

104

126
136
133



