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ABSTRACT. The purpose of this note is to discuss the real analogue of the Schwarz lemma from
complex analysis. We give two versions of a potential article; one is written to be a short note, while
the other is written to be a box. We have tried to make the note and box versions as short as possible,
but of course would be happy to add (or delete) details / images if that is desirable. We prefer the note
version, as it gives us a chance to tell more of the story / set the stage.

1. NOTE VERSION

One of the most common themes in any complex analysis course is how different functions of
a complex variable are from functions of a real variable. Thedifferences can be striking, ranging
from the fact that any function which is complex differentiable once must be complex differentiable
infinitely oftenand further must equal its Taylor series, to the fact that any complex differentiable
function which is bounded must be constant. Both statementsfail in the real case; for the first con-
siderx3 sin(1/x) while for the second just considersin x. In this note we explore the differences
between the real and complex cases of the Schwarz lemma:

The Schwarz Lemma: If f is a holomorphic map of the unit disk to itself that fixes the origin, then
∣f ′(0)∣ ≤ 1; further, if ∣f ′(0)∣ = 1 thenf is an automorphism (in fact, a rotation).

What this means is that we cannot havef locally expanding near the origin in the unit disk faster
than the identity function, even if we were willing to pay forthis by havingf contracting a bit near
the boundary. The largest possible value for the derivativeat the origin of such an automorphism
is 1. This result can be found in every good complex analysis book (see for example [Al, La, SS]),
and serves as one of the key ingredients in the proof of the Riemann Mapping Theorem. For more
information about the lemma and its applications, see the recent article in the Monthly by Harold
Boas [Bo].

It’s interesting to consider the real analogue. In that situation, we’re seeking a real analytic map
g from (−1, 1) to itself with g(0) = 0 and derivativeg′(0) as large as possible. After a little ex-
ploration, we quickly find two functions with derivative greater than 1 at the origin. The first is
g(x) = sin(�x/2), which hasg′(0) = �/2 ∈ (1, 2). The second is actually an infinite family: let-
ting ga(x) = (a + 1)x/(1 + ax2) we see thatga is real analytic on(−1, 1) so long as∣a∣ ≤ 1, and
g′a(0) = 1 + a. Using this example, we see we can get the derivative as largeas 2 at the origin.
Unfortunately, if we take∣a∣ > 1 thenga is no longer a map from(−1, 1) to itself; for example,
g1.01(.995) > 1.00001.

Notice both examples fail if we try to extend these automorphisms to maps on the unit disk. For
example, whenz = 3i/5 then alreadysin(�z/2) has absolute value exceeding 1, and thus we would
not have an automorphism of the disk. For the familyga, without loss of generality takea > 0. As
z → i thenga(z) → 1+a

1−a
i, which is outside the unit disk ifa > 0.

While it is easy to generalize our family{ga} to get a larger derivative at 0, unfortunately all the
examples we tried were no longer real analytic on the entire interval(−1, 1). As every holomorphic
function is also analytic (which means it equals its Taylor series expansion), it seems only fair to

Date: December 10, 2010.
We thank our classmates from Math 302: Complex Analysis (Williams College, Fall 2010) for many enlightening

conversations, especially David Gold and Liyang Zhang, as well as Jonathan Sondow for comments on an earlier draft.
The first named author was partially supported by NSF grant DMS0970067.

1



2 STEVEN J. MILLER AND DAVID A. THOMPSON

-1.0 -0.5 0.5 1.0

-1.0

-0.5

0.5

1.0

0.0

0.5

1.0

0.0

0.5

1.0

0.0

0.5

1.0

1.5

FIGURE 1. Plot of the scaled error functions. (1) Left:Erf(kx)/Erf(x) for k ∈
{1, 5, 10, 50} andx ∈ (−1, 1); (2) Right: Plot of∣Erf(z)∣ for ∣z∣ ≤ 1.

require this property to hold in the real case as well. Interestingly, there is a family of real analytic
automorphisms of the unit interval fixing the origin whose derivatives become arbitrarily large at 0.
Considerℎk(x) = erf(kx)/erf(k), whereerf is the error function:

erf(x) :=
2√
�

∫ x

0

e−t2dt.

We conclude with our main result, which is another example ofthe striking differences between
functions of a real and functions of a complex variable.

The Real Analogue of the Schwarz Lemma: Letℱ be the set of all real analytic automorphisms
of (−1, 1) that fix the origin. Thensupf∈ℱ ∣f ′(0)∣ = ∞; in other words, the first derivative at the
origin can be made arbitrarily large by consideringfk(x) = erf(kx)/erf(k).

Proof: The error function has a series expansion converging for allcomplexz,

erf(z) =
2√
�

∞
∑

n=0

(−1)nz2n+1

n!(2n+ 1)
=

2√
�

(

z − z3

3
+

z5

10
− z7

42
+ ⋅ ⋅ ⋅

)

(this follows by using the series expansion for the exponential function and interchanging the sum
and the integral), and is simply twice the area under a normaldistribution with mean 0 and variance
1/2 from0 to x. From its definition, we seeerf(−x) = −erf(x), the error function is one-to-one, and
for x ∈ (−1, 1) our functionerf(kx)/erf(k) is onto(−1, 1).

Using the Fundamental Theorem of Calculus, we see thatℎ′
k(x) = 2 exp(−k2x2)k)/

√
�erf(k),

and thusℎ′
k(0) = 2k/

√
�erf(k). As erf(k) → 1 ask → ∞, we findℎ′

k(0) ∼ 2k/
√
� → ∞, which

shows that, yet again, the real case behaves in a markedly different manner than the complex one. As
ℎk is an entire function with large derivative at 0, if we regardit as a map from the unit disk it must
violate one of the conditions of the Schwarz lemma. From the series expansion of the error function,
it’s clear that if we takez = iy thenℎk(iy) tends to infinity asy → 1 andk → ∞; thusℎk does not
map the unit disk into itself, and cannot be a conformal automorphism (see Figure 1 for plots in the
real and complex cases). □
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2. BOX VERSION

The Schwarz lemma states that iff is a holomorphic map of the unit disk to itself that fixes
the origin, then∣f ′(0)∣ ≤ 1; further, if ∣f ′(0)∣ = 1 thenf is an automorphism. It’s interesting to
consider the real analogue. In that situation, we’re seeking a real analytic mapg from (−1, 1) to
itself that fixes the origin and has derivativeg′(0) as large as possible. After a little exploration, we
find ℎk(x) = erf(kx)/erf(k), whereerf is the error function:

erf(x) :=
2√
�

∫ x

0

e−t2dt.

The error function has a series expansion converging for allcomplexz,

erf(z) =
2√
�

∞
∑

n=0

(−1)nz2n+1

n!(2n+ 1)
=

2√
�

(

z − z3

3
+

z5

10
− z7

42
+ ⋅ ⋅ ⋅

)

,

and is simply twice the area under a normal distribution withmean 0 and variance 1/2 from0 to x.
We haveℎ′

k(x) = 2 exp(−k2x2)k)/
√
�erf(k), and thusℎ′

k(0) = 2k/
√
�erf(k). As erf(k) → 1

ask → ∞, we seeℎ′
k(0) ∼ 2k/

√
� → ∞, which shows that, yet again, the real case behaves in a

markedly different manner than the complex one.
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