Math 105:Multivariable Calculus: Professor Steven Miller (sjm1@williams.edu)

Course Homepage: http://www.williams.edu/go/math/sjmiller/public_html/105/

Weekly Planner: April 19, 2010 to April 23, 2010.
We will do mathematical modeling on Monday, finish Chapter 5 on Wednesday, and do Monte Carlo Integration on Friday.
  Section 5.4: Changing the Order of Integration
· The key result of this section is the formula (sadly not boxed) at the top of page 349, which tells us how to switch the order of integration.

· Read example 1, page 349: great illustration of how changing orders can help.

  Section 5.5: The Triple Integral
· We will not cover this section in the lectures.

  Special Topic: Monte Carlo Integration
· Monte Carlo Integration has been called one of the most useful results of 20th century mathematics. We'll discuss how it is done. It is an alternative to standard integration. Normally we look for anti-derivatives; however, in the real world most functions we encounter do not have nice anti-derivatives; Monte Carlo Integration provides a way to approximate these integrals. 

· The lecture notes for this is not the book, but rather my lecture notes (the last three pages of my chapter 3 notes, namely pages 36-38: http://www.williams.edu/go/math/sjmiller/public_html/105/currentnotes/Math105_Chap3lecnotes.pdf).
· Homework:

· Due Wednesday, April 21: Assume the probability that X equals x is 2 exp(-2x) if x >= 0 and 0 otherwise, and the probability that Y equals y is 3 exp(-3x) if y >= 0 and 0 otherwise. Show both of these densities are, in fact, probability distributions (this means showing they are non-negative and integrate to 1), and calculate the probability that X >= Y. Note exp(u) = eu. Also do: Page 257, #15 (hint: minimize distance squared instead of distance; this makes the algebra simpler).

· Due Friday, April 23: Section 5.4: #1bc, #4 (hint: see equation (6) on page 353). Also do: Page 364, #14.

· Due Wednesday, April 28: Let X be a random variable with density exp(-x) if x >= 0 and 0 otherwise. Calculate the mean and the standard deviation of X, and verify Chebyshev's inequality when k = 10 (in other words, show that Prob(|X - μ| >= 10σ)  <= 1/100 by computing Prob(|X - μ| >= 10σ). Also Do: Page 192, #20abf.
  Optional lectures:

· Advanced lecture: now this Thursday at 3pm in Paresky.(Lee Snack Bar). Email me if planning on attending. As always, my cell is 617 835 3982 if you can’t find us.
· Baseball lecture: Friday at noon at Dennett (Mission). 
No quiz this week. Instead look at the make-up second midterm posted online at http://www.williams.edu/go/math/sjmiller/public_html/105/practiceexams/Math105_Midterm3_2010.pdf
DO NOT WRITE UP SOLUTIONS – IF YOU REALLY WANT TO, TALK TO ME FIRST
