MATH 331: THE LITTLE QUESTIONS: FALL 2018
HOMEWORK SOLUTION KEY

STEVEN J. MILLER (SIM1@WILLIAMS.EDU, STEVEN.MILLER.MC.6@AYA.YALE.EDU): MATH 331, FALL 2018

ABSTRACT. A key part of any math course is doing the homework. This earfgom reading the material in the book so that you can do the
problems to thinking about the problem statement, how yaghbtgo about solving it, and why some approaches work andtiwa’t. Another
important part, which is often forgotten, is how the problsinto math. Is this a cookbook problem with made up numbersfunctions to
test whether or not you've mastered the basic material, es @idhave important applications throughout math and img@sBelow I'll try and
provide some comments to place the problems and their spiiih contextNOTE: IT IS NOT ALWAYS THE CASE THAT PROBLEMS

ARE WELL-STATED — SOMETIMES YOU NEED TO EMAIL ME AND SAY YOU TH  INKIT IS TOO VAGUE!
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A000124 Central polygonal numbers (the Lazy Caterer's sequence): n(n+1)/2 + 1: or. maximal number of 7

pieces formed when slicing a pancake with n cuts.

(Formerly M1041 N0391)
1, 2, 4, 7, 11, 16, 22, 29, 37, 46, 56, 67, 79, 92, 1@6, 121, 137, 154, 172, 191, 211, 232, 254,
277, 3e1, 326, 352, 379, 407, 436, 466, 497, 529, 562, 596, 631, 667, 704, 742, 781, 821, 862, 904,

OFFSET 2,2
COMMENTS These are Hogben's central polygonal numbers with the (two-dimensional) symbol
2
.P
1n

The first line cuts the pancake into 2 pieces. For n > 1, the n-th line crosses
every earlier line (avoids parallelism) and also avoids every previous line
intersection, thus increasing the number of pieces by n. For 16 lines, for
example, the number of pieces is 2 + 2 + 3 + 4 + 5 + ... + 16 = 137. These are
the triangular numbers plus 1 (cf. A000217).

Define a number of straight lines in the plane to be in general arrangement when
(1) no two lines are parallel, (2) there is no point common to three lines. Then
these are the maximal numbers of regions defined by n straight lines in general
arrangement in the plane. - Peter C. Heinig (algorithms(AT)gmx.de), Oct 19 2006

Note that a(n) = a(n-1) + ARREA27(n-1). This has the following geometrical
interpretation: Suppose there are already n-1 lines in general arrangement, thus
defining the maximal number of regions in the plane obtainable by n-1 lines and
now one more line is added in general arrangement. Then it will cut each of the
n-1 lines and acquire intersection points which are in general arrangement. (See
the comments on A@22@27 for general arrangement with points.) These points on the
new line define the maximal number of regions in 1-space definable by n-1 points,
hence this is A@00@27(n-1), where for A22R027 an offset of @ is assumed, that is,
A000@27(n-1) = (n+l)-1 = n. Each of these regions acts as a dividing wall,
thereby creating as many new regions in addition to the a(n-1) regions already
there, hence a(n) = a(n-1) + A002@27(n-1). Cf. the comments on A00@125 for an
analogous interpretation. - Peter C. Heinig (algorithms(AT)gmx.de), Oct 19 2006

FIGURE 1. Prooffromthe OEIS.

1. HW #2: DUE FRIDAY SEPTEMBER14, 2018

1.1. Problems: (1) Go to Project Eulerit t ps: // proj ect eul er. net/) and create an account for yourself, and solve the
first problem. You do not need to submit this, just email me nvlene. (2) Reatit t p: / / www. mat h. ucl a. edu/ ~r adko/
circles/lib/datalHandout - 142- 159. pdf and do Problem #1: If lines are drawn in a plane, and no two lines are
parallel, how many regions do they separate the plane ipRrpve that1 — 1/4)(1 —1/9)---(1 — 1/n?) = (n +1)/2n.

1.2. Solutions: (2): Readht t p: / / www. mat h. ucl a. edu/ ~r adko/ ci rcl es/ | i b/ dat a/ Handout - 142- 159. pdf . Do
Problem #1: If n lines are drawn in a plane, and no two lines are parallel, how rany regions do they separate the plane into?
Solution: The problem is not phrased well; it implies there is a uniguenger, but if they all intersect in a common point the answer
is different than if they do not. One student said a good wagphrase is that no three lines may intersect in a commorn.d@aing

a little work, if we haven lines (starting at 0) the number of regions is 1, 2, 4, 7, 11ig&ing this into the OEIS yieldst t p: //

oei s. or g/ A000124 (there were other suggestions but reading them it is cléaisithe one we want!).

(3): (3) Prove that (1 — 1/4)(1 —1/9)---(1 — 1/n?) = (n+1)/2n.
Solution: This follows by induction. Let?(n) be the statemerftl — 1/4)(1 —1/9)---(1 — 1/n?) = (n + 1)/2n. The base case is
immediate. We now assuni®(n) holds and must sho# (n + 1) is true. We have

(B ) -

n?+2n n+2  (n+1)+1

2n(n+1)  2n+2  2(n+1) "’

as claimed, completing the proof.
Another proof (from John Fan):

n 1 n E—1)(k 1 n 1 n 1 n n 1-(n 1
O e e e | g | L R

k=2 k=2 ko=2 """ ko=2 4 k3=2 ka=2

HW #3: Due September 24, 2018: (1) Make sure you have done thesfi 10 problems on Project Euler. (2) How many ways
are there to cover a3 x n board using just 1 x 2 tiles? (3) What if now we have & x 2 x n box and just1 x 2 tiles?


https://projecteuler.net/
http://www.math.ucla.edu/~radko/circles/lib/data/Handout-142-159.pdf
http://www.math.ucla.edu/~radko/circles/lib/data/Handout-142-159.pdf
http://www.math.ucla.edu/~radko/circles/lib/data/Handout-142-159.pdf
http://oeis.org/A000124
http://oeis.org/A000124
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Bla) A(n) = QA(n~1) + A(n~(2) + B(n) + B(n~(2)
|
| Alad) Alat)
|
Aln-2) B(u-2)
| |

FIGURE 2. The different configurations needed to study to find thanmeace forA,,.

2. HW #3: DUE SEPTEMBERZ24, 2018

2.1. Problems. (1) Make sure you have done the first 10 problems on ProjeerE{#) How many ways are there to coves & n
board using just x 2 tiles? (3) What if now we have2ax 2 x n box and justl x 2 tiles?

2.2. Solutions. #2: How many ways are there to cover 8 x n board using just 1 x 2 tiles?
Solution: We need to find a recurrence. Note thatas to be even, as otherwise we cannot cover as any number dfiles covers
an even number of squares. Thus, let us assume we tiaxea board. LetA,, be the number of ways to coveBax< 2n board with
1 x 2 tiles, and letB,, be the number of ways to coveBax 2n board where in the first column (in the far left) we only have tipper
left corner entry (and not the middle or bottom left corn®vk find a system of recurrences.

We have (note the re-grouping is to simplify some algeber)at

An = 2An—1 + An—2 +B,+ B2 = 2An—1 + B, + (An—Q + Bn—2) .

Why? Consider the bottom left square: either it is covereti wivertical or a horizontal tile. See Figlide 2.

e Ifitis covered by a vertical tile then we are left with justeosquare in the upper left corner in the first column. By deédinithe number
of ways to cover what remains 13,,.

e [fitis covered by a horizontal tile we have several optioive could have two horizontal tiles above it, which would coebgly cover the
first two columns and leave us with3ax (2n — 2) board to cover; there até,,_1 ways to do this. We could have two vertical tiles, again
completely covering the first two columns and leaving us wishx (2n — 2) board to cover, which again can be dofig_; ways. Finally
we could have a vertical tile for the last column, and then hwadzontal tiles. In that case we would need a horizontah@kottom row
(so now the bottom four squares are covered). We either now &aertical tile completing the covering of column four (alhleaves
us with a3 x (2n — 4) board, which can be covered i,_» ways), or we have two horizontal tiles and thus only the botedement in
column 5 is left in the first five columns (and by definition thereB,,—» ways to tile what remains).

We now need a recurrence B, ; see Figurgl3. Clearly we must have the first tile coming imfthe upper left corner. If the next
tile is vertical underneath its overhang, we now hadexa2(n — 1) board and the number of ways to cover thatlis ;. If instead
our tile is horizontal then the one below is also horizordald we have a region that looks like our original but is tworsrpand
thus the number of ways to cover iti, ;. Thus

B, = Anfl‘i'anla

which impliesA,,_1 = B,, — B, _1, or shifting indicesA,, = B, 11 — B,,.
We can now find a recurrence for juBts by substituting for thed’s in the first relation (note we can replace the grouping vee di
there withB,,_1), which yields

Bn+1 — Bn = 2Bn — 2Bn,1 + Bn + Bn,1 or Bn+1 = 4Bn — anl-
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Aln-1) B(a-1)

FIGURE 3. The different configurations needed to study to find themence forB,,.

The initial conditions are easyB; = 1 and B, = 4. We can now use this to solve f@,, (try B,, = r™, get the characteristic
equation), and then get,,. The first few values foB,, are 1, 4, 15, 56 and 209, and the general formula is

(2v3+3) (2-v3)" - (v3+2)")
B, = — .
6(vV3+2)
This can be found by using the Method of Divine Inspirationysing RSolve in Mathematica:
RSolve[{B[n + 1] == 4 B[n] - B[n - 1], B[1] == 1, B[2] == 4}, B[n], n]

Of course, since we only care abolit we could instead note thatif,, = 24,1 + B,, + B,,_1thenA,,  =2A, >+ B, 1+
B,,—2. Subtracting the two yields

Ap—Ap_1 =241 — 24, 54 (B — Bp_1) + (Bu_1 — Bn_2);
however, from the recurrence f&t we knowB,, — B,,_1 = A,,_; and thus
An —An1 = 24,1 — 24, 9o+ A1+ Ap_o or A, = 44,1 — A2,
which is the same recurrence!

#3: What if now we have a2 x 2 x n boxand just1 x 1 x 2 tiles?

Solution: Let A,, be the number of ways to tilezax 2 x n box. We again find a recurrence. There are 2 ways to tile tHefdndevel
completely (both parallel to the-axis, or both parallel to thg-axis), and thus our recurrence begis = 2A4,, 1 + ---; we now
figure out the remainder. There are two possibilities. Tret igrall tiles in the bottom level point up; there is one wayéothis, and

it leaves us with a @ x 2 x (n — 2) box, which has4,,_» ways to tile. ThusA,, =2A4,,_1 + A,,_>+- - -, and the lone case remaining
is that we have two vertical tiles in the bottom row and oneaZutal (note the two vertical tiles must be next to each QthEnhere
are four ways to choose where to place the one horizontalThels letB,, be the number of ways to tile a2ax 2 x n box where
there is a horizontal tile removed from the bottom row. Weehav

An - 2An—1 + An—Q + 4Bn—1-

We need a recurrence fd@#,,. If we add a horizontal tile in the last level, that gives usompleted level and now we have a
2 x 2 x (n — 1) box, and there arél,,_; ways to tile. If we add two vertical tiles then we have the saeggon as we started but
smaller, and the number of ways to fill thatf%, ;. Thus our second recurrence is
Bn - An—l +Bn—1 or An—l - Bn _Bn—l-

The initial conditions can be found by straightforward cartgtion.

We can now get a recurrence just involviig solve by looking at the characteristic polynomial and ddinear combinations,
and then deduce the one fdr Using2B,, = 2A4,,_1 + 2B,,_1 we find

An = An—2 +2B, +2B, 1 or Bn+1 = 3B, +3B,-1— Bn—2a

with initial conditionsB; = 1, B2 = 3 andB; = 11 (this last takes a bit of counting). Typing
RSol ve[{B[n+1] == 3 B[n] + 3 B[n-1] - B[n-2], B[1] == 1, B[2] == 3, B[3] == 11}, B[n], n]
yields
(1V3+7) 2~ V3)" + (v3+2)""

B, =
5v3+9

and hence the first few values df, are 0, 2, 8, 30 and 112, or
(V3-1) (vV3+2)" - (3vV3+5) (2-v3)"
V3+3

Homework #4: Due Sept 28, 2018: #1: Prove fou; > O that (1 +a1)---(1 + a,) > 2" /ay - - - a,. #2: Prove fora,b > 0

A, =




MATH 331: SOLUTIONS TO HOMEWORK PROBLEMS 5

that a/b + b/a > 2, both by using an inequality approachand without using an inequality! #3: Solve the double recurrene
fn = fn-1+3gn-1,9n = —3fn_1+ 9g,_1. #4: Define a set to be selfish if it contains its cardinality (e., its number of
elements) as an element; thué1, 3, 5} is selfish, while{1, 2, 3,5} is not. Find, with proof, the number of subsets of{1,2, ..., n}
that are minimal selfish sets (that is, selfish sets none of wke subsets are selfish; thul, 3, 5} is not minimal selfish as{1} is
a subset). This is a Putnam problem..... Also, make sure yowakie done the first 15 Project Euler Problems.
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3. HW #4: DUE SEPTEMBERZ28, 2018

#1: Prove fora; > Othat (1 +a1)---(1 4+ an) > 2"/a1---a,. #2: Prove fora,b > 0 that a/b + b/a > 2, both by
using an inequality approachand without using an inequality! #3: Solve the double recurrene f,, = f-1 + 39n—1,9n =
—3fn—1 + 9gn—1. #4: Define a set to be selfish if it contains its cardinality (e., its number of elements) as an element; thus
{1, 3,5} is selfish, while{1, 2, 3,5} is not. Find, with proof, the number of subsets of{1, 2, ..., n} that are minimal selfish sets
(that is, selfish sets none of whose subsets are selfish; tHus3, 5} is not minimal selfish as{1} is a subset). This is a Putnam
problem..... Also, make sure you have done the first 15 Projé€&uler Problems.

#1: Prove fora; > 0that (1 +ay)---(14+an) > 2" /a1 - an.

Solution: This follows by the AM-GM inequality applied to each factdi: + a;)/2 > /1 - a;. The claim now follows by multi-
plication. Note there is an asymmetry here in that, for thet fime, our quantities are not all of the same dimension. et gust
rescale the,;’s without changing things. The solution is to introduge. . ., b,, and see this is the same@s + a1) - - - (b, + a,) >
2"\/a1by - - - a,b,, and now if each variable is in meters, both sides arméters™. Seehttp://ww. aam org.in/site/
st _material/14. pdf for more.

#2: Prove fora,b > O that a/b + b/a > 2, both by using an inequality approachand without using an inequality!
Solution: We can do this via the AM-GM: we would get

a/b+b/a N b
2 - ba
We can also do this with one variable calculus:det a/b. Then we must show, for > 0, thatz + 1/2 > 2. It's nice to have
a compact set (closed and bounded) so we can use the wonasidlilfrom real analysis that a continuous function on aediand
bounded set attains its maximum and minimum. Without losseoferality we may assumee [1, 2]; the claim is clearly true for
x > 2, and forz < 1 we just considet /2 instead. We now have the functigifz) = = + 1/2 on [1, 2] and we want to find its
minimum.
Sincef'(x) = 1 — 1/2?, we see the critical points (where it equals zero) in ours@istz = 1, which also happens to be an
endpoint!. We findf (1) = 2, f(2) = 2.5, and thus the minimum is 2.
Notice if we tried to do this by scaling, we can say withouslo generalityzb = 1; to see this, replace by o’ = a+/t andb by
b' = by/t, which doesn’t change the sum of the fractions but mé = . So, usingzb = 1 leads to showing? + 1/a% > 2. While
we could differentiate or apply results to this expressie@can of course just replaeé with = and use the previous argument.

= 1.

#3: Solve the double recurrencef,, = -1 +39n-1,9n = —3fn—1+9gn_1.
Solution: We solve for one in terms of the other. Using the second melatie getf,, 1 = —%gn +3g,—1; as this holds for all indices
we can increment by 1 and findf,, = —%gnﬂ + 3g,. We now substitute these values into the first recurrenckfiad

1 1
(_§Qn+l + 3971) = <_§gn + 3971—1) + 3gn—l or gn+1 = 10971 - 18911—1-
We try g, = ™ and find a characteristic polynomial of

r? —10r +18 = 0.

If instead we tried to write the’s in terms of thef’s we would again obtain this recurrence relation. We nowesoi the usual way.
Explicitly, we assume thaf, = r" to see if we can satisfy the equation. This gives

Pt —10r" + 187" = 0,
which means that non-trivial solutions are the roots of thadyatic equation
r? —10r +18 = 0,
which are given by
ro=5+V7
ry = H— V.

So, a general solution is of the form

oy 4 aory.


http://www.aam.org.in/site/st_material/14.pdf
http://www.aam.org.in/site/st_material/14.pdf
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The problem doesn'’t give any initial values, so we cannopsifjnfurther. To highlight the method, let’'s assunfg = 0 and
f1 = 1. This givesa; = —a. Consequently,
1 = —az(5+V7) +az(5—V7)

and we have that

1
Qg = ———
2 2\/?
1
ay = —=,
1 2\/?

which concludes the proof. A solution is of the form

fo=(552) 6+ - (5= ) -V,

and we can use similar methods to find a recursion fogthe

#4: Define a set to be selfish if it contains its cardinality (e., its number of elements) as an element; thu§l, 3,5} is selfish,
while {1, 2, 3,5} is not. Find, with proof, the number of subsets of{1, 2, ..., n} that are minimal selfish sets (that is, selfish sets
none of whose subsets are selfish; thyg, 3,5} is not minimal selfish as{1} is a subset). This is a Putnam problem.....

Solution: For problems like this, it's best to do a few cases and getla Begng this we find the number of minimal selfish sets, for
the first fewn, to be the Fibonacci numbers!

Let S,, denote the number of subsets{df,...,n} that are minimal selfish. Consider one of the minimal selfests;sit either
containsn, or it doesn’t. By definition the number of minimal selfishsef{1,...,n} not containing: is S,,—1. Imagine now we
have a minimal selfish set containing Note it's cardinality is its size, and it has no selfish stib$es cardinality cannot be if
n > 1 (as that would mean we have all numbers, and thus selfishtsibgeve subtract 1 from each element we now have a subset
of {1,...,n — 1} (note we could not have had 1 andoth in our original set, and thus since we assume&ehs in, 1 was not). We
removen — 1 now, and notice we've decreased all the elements by 1 andvwesthume element from the original set which hadnd
was minimal selfish; we now have a minimal selfish subsdtiof. ., n — 2} (its cardinality must be in here). Thus the number of
minimal selfish sets containinghere isS,,_», and we get the recurren&, = S,,_1 + S, _2. We just need the initial conditions,
which areS; = 1 andS; = 1, to see that it's the Fibonaccis.

Homework #5: Due Friday, October 5, 2018: (0) Show that no maér what 5 points are chosen on the surface of a unit sphere,
there is at least one closed hemisphere containing at leasto# the points. (1) Prove the law of cosines: if a, b and c are the
sides of a triangle andd is the angle betweem and b, then ¢ = a? + b% — 2ab cos(#). (2-21) Complete the first 20 Project Euler
Problems, and include in your HW a screenshot showing that ywhave completed all of these. Note this problem is worth 200
points (20 questions), and is thus giving you credit for allhe work you have been doing. We will spend Friday discussinde
coding and these problems, so let me know in advance ones youndiparticularly interesting. Homework (optional): Geometry
problems typically invoke extreme reactions: some love, ahsome hate. If you like geometry problems look at the resoues
above, and choose 1-2 problems to do and submit. You may usesge are HW exemptions for problems in future weeks (i.e.,
if you get full credit on either of these, you can skip a futureproblem and receive full credit).
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4. HW #5: DUE FRIDAY, OCTOBERDS5, 2018

(1) Prove the law of cosines: if a, b and c are the sides of a tiigle andé is the angle betweern: and b, then ¢ = a2 + b? —
2ab cos(0). (2-21) Complete the first 20 Project Euler Problems, and inlede in your HW a screenshot showing that you have
completed all of these. Note this problem is worth 200 point€0 questions), and is thus giving you credit for all the workyou
have been doing. We will spend Friday discussing the codingnd these problems, so let me know in advance ones you find
particularly interesting. Homework (optional): Geometry problems typically invoke extreme reactions: some love, ahsome
hate. If you like geometry problems look at the resources abae, and choose 1-2 problems to do and submit. You may use these
are HW exemptions for problems in future weeks (i.e., if you @t full credit on either of these, you can skip a future problen
and receive full credit).

Drop the perpendicular onto the side ¢ to get (see Fig. 5)
c=acosf+bcosa.

(This is still true if o or fis obtuse. in which case the perpendicular falls outside the triangle.) Multiply through by ¢ to get
¢? = accos B+ becosar.

By considering the other perpendiculars obtain a b

a® = accos B+ abcos~,
b% = becos o + abcos .

Adding the latter two equations gives

o
a® + b® = accos B+ becos a + 2abcos . B ] /
Subtracting the first equation from the last one we have d COS B b cos a
a® +b* — ¢® = —accos B — becos a + accos B+ becos a + 2abcosy s
Fig. 5 — An acute triangle with perpendicular &1

which simplifies to

¢ = a? +b® — 2abcosy.

FIGURE4. Prooffromhttps://en.w ki pedi a. or g/ wi ki /Law_of _cosi nes.

HW #6: Due Friday, October 19: #1: Letay, as, . . ., a,, be positive integers. Show a subset sums to a multiple af #2: Given
any n, show there is a numberz,, whose digits are only 0’s and 7’s such that divides z,,. #3: Consider the previous problem.
Find such a number for n = 2017; what is the smallest such number? #4: Show that ifi divides a Fibonacci number that it
divides infinitely many Fibonacci numbers. #5: For all positve real numbersa, b, c show thata®b’c® >= a’b°c?.


https://en.wikipedia.org/wiki/Law_of_cosines
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5. HW #6: DUE FRIDAY, OCTOBER19, 2018

HW #6: Due Friday, October 19: #1: Letay, as, .. ., a, be positive integers. Show a subset sums to a multiple af #2: Given
any n, show there is a numberz,, whose digits are only 0’s and 7’s such that divides z,,. #3: Consider the previous problem.
Find such a number for n = 2017; what is the smallest such number? #4: Show that if. divides a Fibonacci number that it
divides infinitely many Fibonacci numbers. #5: For all positve real numbersa, b, ¢ show that a®b’c® >= a’b¢c.

#1: Letay,ao, ..., a, be positive integers. Show a subset sums to a multiple of

Solution: As we are trying to prove a sum is a multiplergfit is natural to look at sums moduto For pigeon hole problems we need
to identify the boxes and the pigeons. The boxes should be tesidue classes moduto What about the pigeons? There afre
possible sums, but that’s a lot more tharlLet’s try looking at something smaller such@asa; + a2, a1 +as+as,...,a1+---+ay,.
Either one of these sums is zero modula and we win, or else two by the Pigeon Hole Principle have timeeseemainder, say
i > j — 1. If we subtract, we get; + - - - + a; = 0 mod n, completing the claim.

#2: Given anyn, show there is a numberz,, whose digits are only 0's and 7’s such that divides x,, .

Solution: This problem is very similar to the previous. We start loakat the numbers 7, 77, 777 and so on; if we look at 1 then
two must have the same remainder moduld&ubtracting the smaller from the larger lea?&s - - - 77000 - - - 0, which is congruent
to zero modulo: and thus is our desired solution.

#3: Consider the previous problem. Find such a number fom = 2017; what is the smallest such number?
We could of course apply the method from above; as 10 is a phailtif just 2 and 5 we see there can be no trailing 7's in our
answer. Instead, as we are asked to find the smallest suchenum@bjust write a simple code to do that.

findsmal | est sevenzero[ max_, target ] := Modul e[{},
snallest = Infinity;
For[n = 1, n <= nmax, n++,
{

(» next line converts n to binary, multiples all digits by 7 =)
digits = 7 IntegerDigits[n, 2];
nundigits = Length[digits];
nunber = Suni{digits[[d]] 10*(nundigits - d), {d, 1, nundigits}];
| f[ Mod[ nunber, target] == 0,
{
| f[ nunber < snallest, smallest = nunber];
n =rmx + 10; (* exit for loop if found soln =)
H
}1; (* end of n for |oop *)
If[smallest < Infinity, Print[smallest]];
1
This generates the answer 70077077707007; i.e., this #rsh@on-zero number whose digits are just 0’s and 7’s whsotoin-
gruent to 0 modulo 2017. It might be interesting to see howlehgth of the smallest number varies as a function of theetang
we did 2016 we would find 77777777700000 (same number ofjljgithile 2018 is 700700077777770 and 2019 is the significant
shorter 700700007.

#4: Show that if n divides a Fibonacci number that it divides infinitely many Fibonacci numbers.
Solution: Note that the Fibonacci numbers are periodic moduléor any m. The reason is the pigeonhole principle. Moduo
there are onlyn possible residues, and thus only possible pairs of two numbers moduta Once we look atn? + 2 consecutive
Fibonacci numbers we have? + 1 pairs, and thus at least two pairs are the same.

For our problem, let’s look at the Fibonacci numbers modul®y assumption we know divides one of them; we now prove it
divides infinitely many as the pattern repeats. To see tiniagine we have repeating pairs at indi¢asi; + 1) and(is, 2 + 1), and
let's assumé-y, is our given multiple of:. If k is one of these indices, or between them, it's clear. Whiatsh’t? Well, we had to hit
k as we walked from indice§, 1) to (41,41 + 1); thus if we run backwards frorfi;, i1 + 1) we must hitk; however, this will give
us the same residues as we would get walking backwards (figmy + 1), and so we must have something between our two pairs
that’s a multiple ofn.
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#5: For all positive real numbersa, b, c show thata®b’c® > a’bec?.

Solution: If we wanted, we could rescale and assume = 1. Why? If we multiply each by we get each side increases by
rriatbte) "and thus the relation still holds or doesn’t hold. It doéselp us, but for awhile | thought about making their prodlict
or settingb equal to 1.... What is more useful is there is a cyclic symynatrd without loss of generality we may assume b < c.
Some ordering exists, the left hand side is independentobttiering, and seeing the cyclicity (the right hand siddsie & c*a® or
c®a®b°) there is no harm in assuming an ordering.

In some sense, if you look at this problem the right way it'bvimus”. Why? Imagine our numbers are integers. We're tajki
about having some number of powers:0b andc. We can choose + b + ¢ numbers. Clearly you want to have as many powets of
as possible, so give it the exponeniThen let's take as mariys as we can, namelyof them, and finally let’s take the rest to be

More formally, we have the following chain (which holds fargitive real numberg < b < ¢):

aabbcc _ aabbccf(bfa)Jr(bfa)
anr(bfa)bchf(bfa)
abbbc(c—b)+b—(b—a)

v

abbb+(c—b)cb—(b—a) _ abbcca.

Y

Note that all the exponents are positive, and the inegesléie true as we replace larger numbers in the product wihesrones.
For another good inequality to know, see Jensen’s inegualit

htt p: //wwv. ar t of probl ensol vi ng. comf Wki /i ndex. php/ Jensen’ s_I nequal ity

Homework #7: Due October 26, 2018: #1, #2, #3, #4 (counts asufgroblems): Show
that any decomposition of N as a sum of Fibonacci numbers cannot have fewer sum-
mands than the Zeckendorf decomposition. Is there a monovaant that can help?

ALSO: For Monday, think about which is larger: e™ or 7¢. You are NOT allowed to use
a computer to calculate anything; try to prove elementarilywhich wins.


http://www.artofproblemsolving.com/Wiki/index.php/Jensen's_Inequality
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6. HW #7: DUE OCTOBER?26, 2018

Homework #7: Due October 26, 2018: #1, #2, #3, #4 (counts asifproblems): Show that any decomposition ofV as a sum of
Fibonacci numbers cannot have fewer summands than the Zeckdorf decomposition. Is there a monovariant that can help?
Solution: The solution below is a note | wrote to myself in summer 20%1éraflking to one of my SMALL students as we drove
back from a talk | gave at Hampshire College. | find it usefujaiothings down and email them so | have them on file; pieces of
paper are easily lost! (If you write it up and don’t want to TiXp, just scan the papers and email yourself the .pdf.)n thiecussed
this further with some colleagues a year later at West Paimt,we submitted a short note on it a few weeks ago. This pashsu

| gave the problem to some of my then current SMALL studentstary ran with it, greatly generalizing the result (¥¢e ps: //

ar xi v. or g/ pdf/1608. 08764. pdf).

Given a decomposition of: into a sum of Fibonacci numbers, consider the sum of indi¢ésrms in the decomposition (start
Fy =1, F», = 2). If you ever have two adjacent summands you do not incréesi@tiex sum by combining. If you havg twice use
Fy. If you haveF; twice useF; andFs. In general, if you havé), twice use2Fy, = Fy,_o + F,—1 + Fy, = Fx—2 + Fj41, which has
decreased the index sum for> 3 and you now have a larger Fibonacci summand. You can onlyid@tbounded number of times
or you'll end up with Fibonacci number larger than the latgélsonacci number less than, so when you terminate you cannot have
any repeats or adjacencies, and thus must be a legal Zeckeledomposition!


https://arxiv.org/pdf/1608.08764.pdf
https://arxiv.org/pdf/1608.08764.pdf
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