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Summary for the Day
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Summary for the day

Integrals related to Normal Distribution:
⋄ Normalization constant.
⋄ Gamma function and (−1/2)!.

Joint density and Independence:
⋄ Key Lemma.
⋄ Example.

Cauchy-Schwartz Inequality:
⋄ Proof.
⋄ Application to covariance.

Clicker questions:
⋄ Generalizing collecting toys.
⋄ Three hats.
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Normal Distribution
and the Gamma Function
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Normal distribution

Normalization constant

∫

∞

−∞

1√
2��2

e−(x−�)2/2�2
dx = 1.

Proof: Square the integral and use polar coordinates.
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Gamma Function

Γ(s) =

∫

∞

0
e−xxs−1dx .

Useful facts:
⋄ Functional equation: Γ(s + 1) = sΓ(s).

⋄ Generalization of factorial: Γ(n + 1) = n!.

⋄ Useful special value: Γ(1/2) =
√
�.

⋄ Stirling’s formula:
Γ(n + 1) = n! ≈ nne−n

√
2�n

(

1 + 1
12n + ⋅ ⋅ ⋅

)

,
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Joint Density
and Independence
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Review

Probability Mass Function
The Probability Mass Function of a discrete random
variable X is a function f : ℝ → [0, 1] given by
f (x) = ℙ(X = x).

Probability Density Function
The Probability Density Function of a continuous random
variable X is the f such that F (x) =

∫ x
−∞

f (u)du.
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Key Lemma

Main Lemma on Independence
Random variables X and Y are independent if and only if

fX ,Y (x , y) = fX (x) ⋅ fY (y)

(i.e., their joint probability density factors).
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Key Lemma

Main Lemma on Independence
Random variables X and Y are independent if and only if

fX ,Y (x , y) = fX (x) ⋅ fY (y)

(i.e., their joint probability density factors).

Proof:

Consider box [a, b]× [c, d ] with A = {X ∈ [a, b]},
B = {Y ∈ [c, d ]}.

Compare ℙ(A)ℙ(B) and ℙ(A ∩ B).
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Example

Choose

fX ,Y =

{

(e − 2)−1xexy if 0 ≤ x , y ≤ 1
0 otherwise.

Let A = {X ≤ 1/2} and B = {Y ≤ 1/2}.
Calculation: for 0 ≤ x , y ≤ 1:

fX (x) =
ex − 1
e − 2

, fY (y) =
1 + (y − 1)ey

(e − 2)y2
.

ℙ(A ∩ B) =
5 − 4e1/4

e − 2
≈ .0947

ℙ(A)ℙ(B) =
3 − 2

√
e

4 − 2e
⋅ 2

√
e − 3

e − 2
≈ .0857.
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Cauchy-Schwartz
Inequality
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Standard Formulation

Cauchy-Schwartz Inequality

(
∫

∞

−∞

∣f (x)g(x)∣dx
)2

≤
(
∫

∞

−∞

∣f (x)∣2dx
)(

∫

∞

−∞

∣g(x)∣2dx
)
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Standard Formulation

Cauchy-Schwartz Inequality

(
∫

∞

−∞

∣f (x)g(x)∣dx
)2

≤
(
∫

∞

−∞

∣f (x)∣2dx
)(

∫

∞

−∞

∣g(x)∣2dx
)

Proof:
Use most important inequality in math: ∣z∣2 ≥ 0.

Mechanics:

0 ≤
∫

∞

−∞

(af (x) + bg(x))2 dx .

Application: E[XY ]2 ≤ E[X 2] E[Y 2].
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Application to Covariance and Correlations I

Covariance
The covariance of X and Y is defined to be

CoVar(X ,Y ) = E[(X − �X )(Y − �Y )].

Algebra yields

CoVar(X ,Y ) = E[XY ] − E[X ]E[Y ].

Note that
CoVar(X ,X ) = Var(X ).
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Application to Covariance and Correlations II

Correlation Coefficient
Define the correlation coefficient by

�(X ,Y ) =
CoVar(X ,Y )

√

Var(X ) ⋅ Var(Y )
.

Key input: fX ,Y (x , y) =
√

fX ,Y (x , y) ⋅
√

fX ,Y (x , y).

Allows us to write E[(X − �X )(Y − �Y )] as
∫

∞

−∞

∫

∞

−∞

(x − �X )
√

fX ,Y (x , y) ⋅ (y − �Y )
√

fX ,Y (x , y)dxdy .

This is a very powerful, common technique (see also the
Cramer-Rao inequality).
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Clicker
Questions
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Generalizing collecting toys

Collecting toys

Let Hc = 1 + 1
2 + 1

3 + ⋅ ⋅ ⋅+ 1
c ≈ log c be the cth harmonic

number. We know that if each of c prizes is equally likely
each time, on average we need cHc boxes to have each
prize at least once. How many boxes are needed on
average to have each prize at least twice?
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Generalizing collecting toys

Collecting toys

Let Hc = 1 + 1
2 + 1

3 + ⋅ ⋅ ⋅+ 1
c ≈ log c be the cth harmonic

number. We know that if each of c prizes is equally likely
each time, on average we need cHc boxes to have each
prize at least once. How many boxes are needed on
average to have each prize at least twice?

(a) About cHc boxes.
(b) About cH2c ≈ c log(2c) boxes.
(c) About 1.3cHc boxes.
(d) About 1.7cHc boxes.
(e) About 2cHc boxes.
(f) About cH2

c ≈ c log2 c boxes.x
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Three Hat Problem

Problem Statement
3 mathematicians equally likely to have white or black hat.
Each sees color of other hats, but not own. On three,
each says ‘white’, ‘black’, or stays silent. If all speaker
correct win $1 million; if even one is wrong lose $1 million.
What is their winning percentage if play optimally?
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Three Hat Problem

Problem Statement
3 mathematicians equally likely to have white or black hat.
Each sees color of other hats, but not own. On three,
each says ‘white’, ‘black’, or stays silent. If all speaker
correct win $1 million; if even one is wrong lose $1 million.
What is their winning percentage if play optimally?

(a) About 12.5%
(b) About 25%
(c) About 37.5%
(d) About 50%
(e) About 62.5%
(f) About 75%
(g) About 87.5%
(h) About 100%
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