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Summary for the day

@ Distributions from Normal:
© Sample mean and variance.
o Central Limit Theorem and Testing.

@ Generating Functions:
< Definition.
o Properties.
o Applications.
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Standard results and definitions

@ X ~ N(0,1) then X2 is chi-square with 1 degree of
freedom.

@ Sample mean: X := 13 X

@ Sample variance: S? = - 31 (X — X)2.
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Main theorem

Sums of normal random variables

Let Xy, ..., X, be i.i.d. N(u,o?). Then
o X = N(u,o%/n).

@ (n —1)S?is a chi-square with n — 1 degrees of
freedom. (Easier proof with convolutions?)

@ X and S? are independent.

@ Central Limit Theorem: X ~ N(u,a?/n).
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Definitions

Generating Function

Given a sequence {an}:2,, we define its generating
function by

Ga(s) = ) _ans"
n=0

for all s where the sum converges.




Generating Functions
.

Definitions

Generating Function

Given a sequence {an}:2,, we define its generating
function by

Ga(s) = ) _ans"
n=0

for all s where the sum converges.

Examples
@ a,=1/nlora, =2"ora, =nl.

® a,=(1-p)"*p.
@ Cookie problem, Goldbach, ....
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Why generating functions

@ Makes algebra easier (example: telescoping sums,
diagonalizing matrices).

@ Means, variances and moments....
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Uniqueness Theorem

Let {am }m_o and {by }_, be two sequences of numbers
with generating functions G,(s) and Gy(s) which
converge for |s| < r. Then the two sequences are equal
(i.e., a = b; for all i) if and only if G5(s) = Gp(s) for all
|s| < r. We may recover the sequence from the

generating function by differentiating: a, = - 4"oa(),

Other results:
o E[X] = G{(1).
@ Var(X) = G (1) + G4 (1) — G{(1)2
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Equivalent formulations: Why do we need both?

Probability Generating Function

X r.v., probability generating function is Gy (s) = E[s*].

Moment Generating Function

X r.v., moment generating function is My (t) = E[e%].
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Equivalent formulations:  t imaginary — use complex analysis

Probability Generating Function
X r.v., probability generating function is Gy (s) = E[s*].

Moment Generating Function

X r.v., moment generating function is My (t) = E[e%].

Key results:
@ My (t) = Gy (et).
@ X, Y independent: Gx,v(s) = Gx(s)Gy(s) and
Mx v (t) = Mx (t)My ().
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Theorem: Let X be a random variable with moments g .

o
pot? | st
Mx(t) = 14 pjt+ o T T

in particular, p, = d*My(t)/dtk o

@ o, constants: M,x5(t) = e’*Mx(at). Also
Mx+5(t) = eBth(t), Max(t) = Mx(OJt),
Mox+5)/a(t) = /My (t/a).

© X’s indep. r.v., MGF M (t) converge for |t| < r then
My, 4 1xy (t) = My, (£)Mx, (t) - - - My (t); if i.i.d.r.v.
equals My (t)N.
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