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Introduction / Objectives

Probability theory: model the real world, predict likelihood 
of events.

One of the three most important quantitative classes 
(statistics, programming).
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Objectives

Introduction / Objectives

Probability theory: model the real world, predict likelihood 
of events.

One of the three most important quantitative classes 
(statistics, programming).

Obviously learn probability.
Emphasize techniques / asking the right questions. 

Model problems and analyze model.
Elegant solutions vs brute force (parameters in closed 

form versus numerical solutions).
Looking at equations and getting a sense: log −5

p+q±2pqMethod: p±pq  .
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Types of Problems
Biology: will a species survive?
Physics / Chemistry / Number Theory: Random 

Matrix Theory.
Gambling: Double-plus-one. 

Economics: Stock market / economy. 
Finance: Monte Carlo integration.

Marketing: Movie schedules. Cryptography: 
Markov Chain Monte Carlo. 8 ever 9 never 
(bridge).
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My (applied) experiences

Marketing: parameters for linear programming 
(SilverScreener).

Data integrity: detecting fraud with Benford’s Law 
(IRS, Iranian elections).

Sabermetrics: Pythagorean Won-Loss Theorem.
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Course Mechanics
8
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Grading / Administrative

Fast Pace: Class Participation: 5%. HW: 15%. Writing 
Assigbment: 10% (Solutions to HW Problems from 
Chapters, Project in Probability / Statistics / Data Science). 
Midterm: 30% (if there are two exams only best counts). 
‘Final’ exam: 40%. May do a project for 10% of your grade 
(reduces other categories proportionally).

Pre-reqs: Calc III, basic combinatorics / set theory, 
linear algebra.

Office hours / feedback
TBD and when I’m in my office (schedule online)
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Other

Webpage: numerous handouts, additional comments 
each day (mix of review and optional advanced 
material).
Probability Lifesaver: opportunity to help write a 
solution key, lots of worked examples.
Gather and analyze some data set of interest.
PREPARE FOR CLASS! Must do readings before 
each class.
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Being Prepared

Never know when an opportunity presents itself....

S. J. Miller at the Sarnak 61st Dinner 
(copyright C. J. Mozzochi, Princeton N.J)
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Being Prepared

Your Job:
⋄ Be prepared for class: do reading, think about 

material.
⋄ Come to me, the TAs and each other with 

questions.

My/TAs Job:
⋄ Provide resources, guiding questions.
⋄ Be available.
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Other: Advice from Jeff Miller

Party less than the person next to you.
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Other: Advice from Jeff Miller

Party less than the person next to you.

Take advantage of office hours / mentoring.14
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Other: Advice from Jeff Miller

Party less than the person next to you.

Take advantage of office hours / mentoring. Learn 

to manage your time: no one else wants to.
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Other: Advice from Jeff Miller

Party less than the person next to you.

Take advantage of office hours / mentoring. Learn 

to manage your time: no one else wants to.

Happy to do practice interviews, adjust deadlines....
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Maps
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Maps
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Gambling
19
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Football Wager

2007: Friend of a favorite student bet $500 at 1000:1 odds 
on Patriots going undefeated and winning the Superbowl.
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Football Wager

2007: Friend of a favorite student bet $500 at 1000:1 odds 
on Patriots going undefeated and winning the Superbowl.
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Football Wager

2008: In third quarter, Pats leading, Vegas offers to buy 
back the bet at 300:1, told no....

WHAT WAS THE BETTOR’S MISTAKE?
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Hedging

Pats win with probability p, Giants q = 1 −  p.

Bet $1 bet on Giants, if they win get $x .
Already bet $500 on Patriots, now bet $B on the Giants.

Expected Winning:
f (p, x, B) = p · 500000 + (1 −  p)Bx −  500 −  B.
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Guaranteed Winnings

By hedging can ensure some winnings:

g(p, x, B) = min (500000, Bx ) −  500 −  B.

Here p = .8, x = 3.
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Mathematica Code
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Mathematica Code
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Sabermetrics Club at Williams....

http://fivethirtyeight.com/features/

a-head-coach-botched-the-end-of-the-super-bowl-and-it-wasnt-pete-carroll/
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Clicker Problems
28
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Birthday Problem I

Birthday Problem
How large must N be for there to be at least a 50% 
probability that two of the N people share a birthday?
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Birthday Problem I

Birthday Problem
How large must N be for there to be at least a 50% 
probability that two of the N people share a birthday?

(A) 11 people
(B) 22 people
(C) 33 people
(D) 44 people
(E) 90 people
(F) 180 people
(G) 365 people
(H) 500 people.
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Birthday Problem I

Birthday Problem
How large must N be for there to be at least a 50% 
probability that two of the N people share a birthday?

10 20 30 40 50
n

1.0

0.8

0.6

0.4

0.2
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Birthday Problem II

How large must N be for there to be at least a 50% 
probability that two of N Plutonians share a birthday?32
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Birthday Problem II

How large must N be for there to be at least a 50% 
probability that two of N Plutonians share a birthday? 
‘Recall’ one Plutonian year is about 248 Earth years (or 
90,520 days).
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Birthday Problem II

How large must N be for there to be at least a 50% 
probability that two of N Plutonians share a birthday? ‘Recall’ 
one Plutonian year is about 248 Earth years (or 90,520 days).

(A) 110 people
(B) 220 people
(C) 330 people
(D) 440 people
(E) 1,000 people
(F) 5,000 people
(G) 10,000 people
(H) 20,000 people
(I) more than 30,000 people.
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200 400 600 800

Birthday Problem II

How large must N be for there to be at least a 50% 
probability that two of N Plutonians share a birthday? ‘Recall’ 
one Plutonian year is about 248 Earth years (or 90,520 days).

Probability 
1.0

0.8

0.6

0.4

0.2

n
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Voting: Democratic Primaries

During the Democratic primaries in 2008, Clinton and 
Obama received exactly the same number of votes in 
Syracuse, NY. How probable was this?
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Voting: Democratic Primaries

During the Democratic primaries in 2008, Clinton and 
Obama received exactly the same number of votes in 
Syracuse, NY. How probable was this? (Note: they each 
received 6001 votes.)

(A) 1 / 10
(B) 1 / 100
(C) 1 / 1,000
(D) 1 / 10,000
(E) 1 / 100,000
(F) 1 / 1,000,000 (one in a million)
(G) 1 / 1,000,000,000 (one in a billion).
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Voting: Democratic Primaries (continued)

Syracuse University mathematics Professor Hyune-Ju Kim 
said the result was less than one in a million, according to the 
Syracuse Post-Standard, which quoted the professor as saying, 
“It’s almost impossible.” Her comments were reprinted widely, as 
the Associated Press picked up the story. (Carl Bialik, WSJ, 
2/12/08)
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Voting: Democratic Primaries (continued)

Syracuse University mathematics Professor Hyune-Ju Kim 
said the result was less than one in a million, according to the 
Syracuse Post-Standard, which quoted the professor as saying, 
“It’s almost impossible.” Her comments were reprinted widely, as 
the Associated Press picked up the story. (Carl Bialik, WSJ, 
2/12/08)

Far greater than 1/137! What’s going on?
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Voting: Democratic Primaries (continued)

Syracuse University mathematics Professor Hyune-Ju Kim 
said the result was less than one in a million, according to the 
Syracuse Post-Standard, which quoted the professor as saying, 
“It’s almost impossible.” Her comments were reprinted widely, as 
the Associated Press picked up the story. (Carl Bialik, WSJ, 
2/12/08)

Far greater than 1/137! What’s going on?

Prof. Kim’s calculation ... was based on the assumption 
that Syracuse voters were likely to vote in equal proportions 
to the state as a whole, which went for Ms. Clinton, its junior 
senator, 57%-40%. .... Prof. Kim said she had little time to 
make the calculation, so she made the questionable 
assumption ... for simplicity.
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From Shooting Hoops
to the Geometric Series Formula41
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Simpler Game: Hoops

Game of hoops: first basket wins, alternate shooting.
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Simpler Game: Hoops: Mathematical Formulation

Bird and Magic (I’m old!) alternate shooting; first basket 
wins.

Bird always gets basket with probability p.

Magic always gets basket with probability q.

Let x be the probability Bird wins – what is x ?
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Solving the Hoop Game

Classic solution involves the geometric series.

Break into cases:
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Solving the Hoop Game

Classic solution involves the geometric series.

Break into cases:
Bird wins on 1st shot: p.
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Solving the Hoop Game

Classic solution involves the geometric series.

Break into cases:
Bird wins on 1st shot: p.
Bird wins on 2nd shot: (1 −  p)(1 −  q) · p.
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Solving the Hoop Game

Classic solution involves the geometric series.

Break into cases:
Bird wins on 1st shot: p.
Bird wins on 2nd shot: (1 −  p)(1 −  q) · p.
Bird wins on 3rd shot: (1 −  p)(1 −  q) · (1 −  p)(1 −  q) · p.
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Solving the Hoop Game

Classic solution involves the geometric series.

Break into cases:
Bird wins on 1st shot: p.
Bird wins on 2nd shot: (1 −  p)(1 −  q) · p.
Bird wins on 3rd shot: (1 −  p)(1 −  q) · (1 −  p)(1 −  q) · p.
Bird wins on nth shot:
(1 −  p)(1 −  q) · (1 −  p)(1 −  q) · · · (1 −  p)(1 −  q) · p.
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Solving the Hoop Game

Classic solution involves the geometric series.

Break into cases:
Bird wins on 1st shot: p.
Bird wins on 2nd shot: (1 −  p)(1 −  q) · p.
Bird wins on 3rd shot: (1 −  p)(1 −  q) · (1 −  p)(1 −  q) · p.
Bird wins on nth shot:
(1 −  p)(1 −  q) · (1 −  p)(1 −  q) · · · (1 −  p)(1 −  q) · p.

Let r = (1 −  p)(1 −  q). Then
x = Prob(Bird wins)

= p + rp + r 2p + r 3p + · · ·
= p 

(1 + r + r 2 + r 3 + · · · ) ,
the geometric series.
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Solving the Hoop Game: The Power of Perspective

Showed
x = Prob(Bird wins) = p(1 + r + r 2 + r 3 + · · · );

will solve without the geometric series formula.
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Solving the Hoop Game: The Power of Perspective

Showed
x = Prob(Bird wins) = p(1 + r + r 2 + r 3 + · · · );

will solve without the geometric series formula.

Have
x = Prob(Bird wins) = p +51
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Solving the Hoop Game: The Power of Perspective

Showed
x = Prob(Bird wins) = p(1 + r + r 2 + r 3 + · · · );

will solve without the geometric series formula.

Have
x = Prob(Bird wins) = p + (1 −  p)(1 −  q)52
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Solving the Hoop Game: The Power of Perspective

Showed
x = Prob(Bird wins) = p(1 + r + r 2 + r 3 + · · · );

will solve without the geometric series formula.

Have
x = Prob(Bird wins) = p + (1 −  p)(1 −  q)x53
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Solving the Hoop Game: The Power of Perspective

Showed
x = Prob(Bird wins) = p(1 + r + r 2 + r 3 + · · · );

will solve without the geometric series formula.

Have
x = Prob(Bird wins) = p + (1 −  p)(1 −  q)x = p + rx.
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Solving the Hoop Game: The Power of Perspective

Showed
x = Prob(Bird wins) = p(1 + r + r 2 + r 3 + · · · );

will solve without the geometric series formula.

Have
x = Prob(Bird wins) = p + (1 −  p)(1 −  q)x = p + rx.

Thus
(1 −  r )x = p or  x = p 

1 −  r .
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Solving the Hoop Game: The Power of Perspective

Showed
x = Prob(Bird wins) = p(1 + r + r 2 + r 3 + · · · );

will solve without the geometric series formula.

Have
x = Prob(Bird wins) = p + (1 −  p)(1 −  q)x = p + rx.

Thus
(1 −  r )x = p or  x = p 

1 −  r .

As x = p(1 + r + r 2 + r 3 + · · · ), find

1 + r + r 2 + r 3 + · · · =
1 −  r

1 
.
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Lessons from Hoop Problem

⋄ Power of Perspective: Memoryless process.

⋄ Can circumvent algebra with deeper understanding! 
(Hard)

⋄ Depth of a problem not always what expect.

⋄ Importance of knowing more than the minimum: 
connections.

⋄ Math is fun!
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Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 

Lecture 2 :  Video 2-10-25: https://youtu.be/r2vIDHJOoSQ    Birthday Problem, Coding, Integration, Sniffing out Equations
 Slides: https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/r2vIDHJOoSQ
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 2: February 11, 2025:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/hando
uts/341Notes_Chap1.pdf

• Review factorials, binomials, choosing….
• Birthday problems.
• QWERTY, Babylonian Mathematics 
• General review: combinatorics, integration, …?
• Power of coding

General items.
• Difference between a formula and a useful formula.
• Institutionalization: think hard on notation, actions.
• Sniffing out formulas?

59

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/341Notes_Chap1.p
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HW: Due February 20: 
#1: Section 1.2: Modify the basketball game so that there are 2015 players, numbered 1, 2, ..., 2015. Player i always 
gets a basket with probability 1/2i. What is the probability the first player wins? 

#2: Section 1.2: Is the answer for Example 1.2.1 consistent with what you would expect in the limit as c tends to 
minus infinity? 

#3: Section 1.2: Compute the first 42 terms of 1/998999 and comment on what you find; you may use a computer. 

#4: Section 2.2.1: Find sets A and B such that |A| = |B|, A is a subset of the real line and B is a subset of the plane 
(i.e., R2) but is not a subset of any line. 

#5: Section 2.2.1: Write at most a paragraph on the continuum hypothesis (you may use Wikipedia or any source to 
look it up). 

#6: Section 2.2.2: Give an example of an open set, a closed set, and a set that is neither open nor closed (you may 
not use the examples in the book); say a few words justifying your answer. 

#7: Section 2.3: Give another proof that the probability of the empty set is zero. 

#8: Find the probability of rolling exactly k sixes when we roll five fair die for k = 0, 1, ..., 5. Compare the work 
needed here to the complement approach in the book. #9: If f and g are differentiable functions, prove the derivative 
of f(x)g(x) is f'(x)g(x) + f(x)g'(x). Emphasize where you add zero.



Birthday Problem: If all days equally likely to be a birthday, how 
many to have a 50% chance that two share?







Choose two distinct days randomly in a year.

https://www.calculator.net/time-duration-calculator.html

https://www.calculator.net/time-duration-calculator.html
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HANDOUTS:

•REVIEW MATERIAL: Numerous worked out calculus problems (differentiation, integration, statement of topics you should 
know)

•Notes on Induction, Calculus, Convergence, the Pigeon Hole Principle and Lengths of Sets (from the first appendix to An 
Invitation to Modern Number Theory, by myself and Ramin Takloo-Bighash, Princeton University Press 2006). We will not need 
all the material there for this course, but it is easier to just post the entire chapter.

•Handout on Types of Proofs (from a handout I wrote for math review sessions at Princeton, 1996-1997; this was written for 
students from calculus to linear algebra).

•Intermediate and Mean Value Theorems and Taylor Series (you should know this material already; the main results are stated 
and mostly proved, subject to some technical results from analysis which we need to rigorously prove the IVT).

•Sequences and series:
• From multivariable calculus (Cain and Herod)
• From calculus (Strang) 

•Free textbooks:
• Numerous free textbooks from Georgia Tech
• Free textbook on multivariable calculus (Cain and Herod)
• Free probability textbook (Grinstead and Snell), Free real analysis textbook (from William Trench)

•Isaac Asimov: The Relativity of Wrong

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/CalcReviewProblems.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/CalcReviewProblems.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/AppendixI.pdf
http://www.math.princeton.edu/mathlab/book/index.html
http://www.math.princeton.edu/mathlab/book/index.html
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/proofs.html
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/MVT_TaylorSeries.pdf
http://people.math.gatech.edu/%7Ecain/notes/cal10.pdf
http://ocw.mit.edu/ans7870/resources/Strang/Edited/Calculus/10.pdf
http://people.math.gatech.edu/%7Ecain/textbooks/onlinebooks.html
http://people.math.gatech.edu/%7Ecain/notes/calculus.html
http://math.dartmouth.edu/%7Eprob/prob/prob.pdf
http://ramanujan.math.trinity.edu/wtrench/texts/TRENCH_REAL_ANALYSIS.PDF
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/asimovrelativityofwrong.htm
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See also Lecture 03: 9/15/21: Die Problem, Coding, Integration: https://youtu.be/ZhPypMaQWhc (slides)

https://youtu.be/ZhPypMaQWhc
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Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 

Lecture 3 Video 2-12-25: Binomial Coefficients, Poker, Coding Efficiently, Generating Functions, Laws of 
Probability. https://youtu.be/aByMKJ8NPEE 
 Slides: https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/aByMKJ8NPEE
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan of the Day

• Review Binomial Coefficients
• Proof by Story
• Coding Efficiency in Poker
• Generating Functions
• Roulette: https://youtu.be/yyTOb7BtzbY 
• Axioms of Probability (if time): Outcome space, probability 

functions, wish list, …..

Watch at home: Set Theory, Probability Wish List, Coding: 
https://youtu.be/2agUkFQJtnU (2019 lecture)

https://youtu.be/yyTOb7BtzbY
https://youtu.be/2agUkFQJtnU






























Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 4 and 5 Slides: Replacement Videos:
• Roulette: Double Plus Ungood: https://youtu.be/Esa2TYwDmwA 
• German Tank Problem: pdf (video: https://youtu.be/1N2IhpifwAk).
•Probability and Mathematical Modeling: I: (slides online here): https://youtu.be/T-35mhZioeo)

•Probability and Mathematical Modeling: II: (slides online here): https://youtu.be/ZGM6be90XqA)

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/Esa2TYwDmwA
https://web.williams.edu/Mathematics/sjmiller/public_html/math/talks/GermanTankProblem_Talk_PennState2020.pdf
https://youtu.be/1N2IhpifwAk
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/talks/ProbMathModelingI.pdf
https://youtu.be/T-35mhZioeo
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/talks/ProbMathModelingII.pdf
https://youtu.be/ZGM6be90XqA
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 6: Trump Splits, Conditional Probability, Bayes' Theorem, Method of  Exhaustion, Inclusion/Exclusion, 
Independence: https://youtu.be/xMAzWda4yZU

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/xMAzWda4yZU
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 06:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf  (some notes on sets, probabilities, …)

• Trump Splits 
• Conditional Probability (sniffing out formula)
• Inclusion/Exclusion
• Bayes' Theorem
• Independence
• Derangements

General items.
• Run simulations!
• Importance of phrasing.
• Explore extreme cases.
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https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
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Probability of having a 5–0 trump split in bridge



104

Probabilty of a 5-0 split: 9/230, or about 3.91% or is it 2/32 or about 6.25%?



105

Are these two items equivalent:

Each person is equally likely to be chosen, 
form a group of two people from four.

Chose any group of two people, all groups 
equally likely to be chosen.
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Rolling two fair independent die….

What is the probability that

1. The sum is an 11:

2. The sum is a 7:

3. Given first die is a 3, the sum is an 11:

4. Given first die is a 3, the sum is a 7:
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There’s a simple expression using our three building blocks that has these three properties:



110

There’s a simple expression using our three building blocks that has these three properties:



Expected Counts Approach

Suppose that you go out fishing one day, and you have the following set of rules: you stop fishing once you catch a fish, 
or after you’ve been on the water for four hours (whichever comes first). Let’s also imagine that there’s a 40% chance that 
you catch a trout, a 25% chance you catch a bass, and a 35% chance you don’t catch anything. Notice that the percentages 
sum to 100%, and that you never catch more than one fish in a day. Now, if we know that you caught a fish one day, what 
are the odds that fish was a trout? Suppose that you went fishing 1000. Then….



112

Expected Counts Approach
Suppose that you go out fishing one day, and you have the following set of rules: you stop fishing once you catch a fish, or 
after you’ve been on the water for four hours (whichever comes first). Let’s also imagine that there’s a 40% chance that 
you catch a trout, a 25% chance you catch a bass, and a 35% chance you don’t catch anything. Notice that the percentages 
sum to 100%, and that you never catch more than one fish in a day. Now, if we know that you caught a fish one day, what 
are the odds that fish was a trout? Suppose that you went fishing 1000. Then….
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Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 7: Inclusion-Exclusion Bounds, Derangements, Induction: https://youtu.be/e5H3XxPxdJk

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/e5H3XxPxdJk
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341
Notes_Chap1.pdf

• Inclusion/Exclusion Bounds
• Partitions
• Derangements
• Basics of PDFs
• Random Variables: Continuous (FTC) vs Discrete
• Moments and Expected Values

General items.
• Rescale
• Taylor Trick (several variables)
• More coding: https://youtu.be/sSgjBysixdQ; code file here, pdf here

125

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://youtu.be/sSgjBysixdQ
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/mathematicaprograms/AcesUp2019StandardDeck.nb
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/mathematicaprograms/AcesUp2019StandardDeck.pdf


Inclusion/Exlcusion Bounds
At least one person has a one-suited hand in bridge



(52 choose 13) about 6.35 * 1011
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Derangements: Everything moves….. (Application: Graph Theory)









Multinomial Coefficients







Cookie Problem

Cookie Monster, photo by the author from the National 
Bobblehead Hall Of Fame And Museum in Milwaukee, 
with thanks to the museum staff for their kindness in 

posing: https://www.bobbleheadhall.com/ 

https://www.bobbleheadhall.com/






Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 8: 3/6/25: Induction, PDF/CDF: https://youtu.be/N5jLFMOyW8A 

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/N5jLFMOyW8A
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 8: March 4, 2025:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Induction
• Basics of PDFs
• Random Variables: Continuous (FTC) vs Discrete
• Moments and Expected Values

General items.
• Rescale
• More coding: https://youtu.be/sSgjBysixdQ; code file here, pdf here

142

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://youtu.be/sSgjBysixdQ
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/mathematicaprograms/AcesUp2019StandardDeck.nb
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/mathematicaprograms/AcesUp2019StandardDeck.pdf


INDUCTION:









More on proofs: 
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/proofs.html  

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/handouts/proofs.html


Probability density: Definition, Examples









Probability density of Y = g(X) in terms of X and its density
X ~ Uniform(0,1) and Y = X2.





154

Example: f(x) = 2 + 3x – 5x2 for x in [0,1]: Curve sketching
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Sum of two independent, fair die…. Uniform + Uniform = Triangle















Moments and expected value of functions of random variables



Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 9: 3/6/25: CDF Method, Cauchy Distribution, Joint Distribution, Marginal Distribution, Convolutions, Sums of 
Random Variables, Linearity of Expectation.
Video: https://youtu.be/gXubfwC0vJw

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/gXubfwC0vJw
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 9: March 6, 2025:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Review CDF Method
• Cauchy Distribution
• Joint PDF
• Linearity of Expectation
• Fermat Primes
• Buffon’s Needle

General items.
• Power of Linearity
• Avoiding brute force computations

165

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf


CDF Method: Integrating without integrating….
Y = X2, X non-negative random variable.









Cauchy Distribution





172
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(2015 lecture with detailed joint PDF example: http://youtu.be/gQzorseWuVc)

http://youtu.be/gQzorseWuVc


Convolutions and CDF Method



175
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Proof of Linearity of Expectation



177

Application of Linearity of Expectation: Bernoulli/Binomial



178

Fermat Primes



Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 10: 3/11/25: Buffon’s Needle, Simpson’s Paradox, Crackerjack Box
Video: https://youtu.be/iXmE8jvOYAQ

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/iXmE8jvOYAQ
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 10: March 11, 2025:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Buffon’s Needle
• Simpson's paradox
• Crackerjack Problem

General items.
• Power of Linearity
• Avoiding brute force computations

180

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
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https://en.wikipedia.org/wiki/Buffon%27s_needle_problem 

https://pub.math.leidenuniv.nl/~finkelnbergh/seminarium/s
telling_van_Buffon.pdf 

https://en.wikipedia.org/wiki/Buffon's_needle_problem
https://pub.math.leidenuniv.nl/%7Efinkelnbergh/seminarium/stelling_van_Buffon.pdf
https://pub.math.leidenuniv.nl/%7Efinkelnbergh/seminarium/stelling_van_Buffon.pdf


182



183





185

But maybe it is better to switch the order of integration…. What would you get?

Here is the ‘proof from the book’ link: 
https://pub.math.leidenuniv.nl/~finkelnbergh/seminarium/stelling_van_Buffon.pdf 

https://pub.math.leidenuniv.nl/%7Efinkelnbergh/seminarium/stelling_van_Buffon.pdf
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https://en.wikipedia.org/wiki/Simpson%27s_paradox

Simpson’s Paradox

Derek Jeter:    .250 (1995)  and  .314  (1996)

David Justice:  .253 (1995)  and  .321  (1996)

BUT Jeter’s two year average was .310, exceeding Justice’s .270. 

Is this surprising?

If yes, how can this be true?

https://en.wikipedia.org/wiki/Simpson's_paradox






https://1.bp.blogspot.com/-nTr6sNQf0os/XRy6MAQVrMI/AAAAAAAA4HU/NfCYUbfpsiEfdz5rIF145LPiXkOnLdBXgCLcBGAs/s1600/CrackerJackBoxPoem1.jpg 

Cracker Jack Problem:
Total of T toys you can get.
Each box equally likely to have any of the T toys.
Each box prize independent of the others.
How many boxes do you expect to open before seeing all?

https://1.bp.blogspot.com/-nTr6sNQf0os/XRy6MAQVrMI/AAAAAAAA4HU/NfCYUbfpsiEfdz5rIF145LPiXkOnLdBXgCLcBGAs/s1600/CrackerJackBoxPoem1.jpg












Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 11: 3/13/25: Review, Variances/Covariances, Portfolios, Coding, Differentiating Identities:
Video: https://youtu.be/mGQb4ZTTu0c 
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/mGQb4ZTTu0c
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 11: March 11, 2025:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Review (CDF, Convolution, Special Distributions)
• Variance / Covariance
• Expectation Results
• Portfolio Application
• Coding
• Differentiating Identities

General items.
• Power of Independence

197

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
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Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 12: 3/18/25: Coding, Differentiating Identities
Video: https://youtu.be/E6o3AUEbGxM

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/E6o3AUEbGxM
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 11: March 11, 2025:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Coding
• Differentiating Identities
• Computing Means and Variances

General items.
• Milking equalities

217

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf




































Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 13: 3/19/25: Differentiating Identities and Applications, Darth Vader, Double Sixes and Marriage Problems
Video: https://youtu.be/BRTWawmZJLs 
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/BRTWawmZJLs
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 11: March 11, 2025:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Differentiating Identities
• Darth Vader Problem, Double Sixes Problem
• Marriage / Secretary Problem

General items.
• Building on previous results
• Gaining feel from subset of data

236

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf


Differentiating Identities: Geometric Random Variables









The EXPECTED VALUE of a random variable is the sum of the product of each 
value it takes on times the probability it takes on that value.

For this problem: 1 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎 1 + 2 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎 2 + ���
                                     1 ∗ 𝑝𝑝 + 2 ∗ 1 − 𝑝𝑝 𝑝𝑝 + 3 ∗ 1 − 𝑝𝑝 2 𝑝𝑝 + ���  +𝑛𝑛 ∗ (1-p)n-1 𝑝𝑝 +���















The Double Sixes Game: Upper/Lower Bounds

















https://www.youtube.com/watch?v=dafvzF66vzY&t=135s 

https://www.youtube.com/watch?v=dafvzF66vzY&t=135s












Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 14: 4/08/25: Differentiating Identities:  (Gaussian, Exponential, Geometric, Negative Binomial), Sums of Uniform 
Random Variables, Sums of Gaussian Random Variables, Cauchy Distribution, Gregory-Leibnitz Formula:  
Video: https://youtu.be/FjfRqQnJlLo 

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/FjfRqQnJlLo
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 14: April 8, 2025:
 
• Differentiating Identities (Gaussian, Exponential, Geometric, Negative Binomial)
• Sums of Uniform, Gaussian Random Variables
• Cauchy Distribution and Gregory-Leibnitz Formula:

General items.

• Care in interchanging order….
• Integrating without integrating!
• Lectures from previous years for more examples/details:

Lecture 19: 10/29/21: Differentiating Identities:  (Gaussian, Exponential, Geometric, Negative 
Binomial): https://youtu.be/oYRoyqV2jAI  (slides) 

Lecture 20: 11/01/21: Sums of Uniform Random Variables, Sums of Gaussian Random 
Variables, Cauchy Distribution, Gregory-Leibnitz Formula: https://youtu.be/qW-3bHAwdPU 
(slides) 
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https://youtu.be/oYRoyqV2jAI
https://youtu.be/qW-3bHAwdPU
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Negative Binomial: The mean by differentiating identities, linearity of expectation, recurrences. 
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•In Economics, the standard random walk hypothesis seems to have lost most of its supporters, though 
there are variants (and I'm not familiar with all); see also the efficient market hypothesis and technical 
analysis, and all the links there. (There are also many good links on the wikipedia page on Eugene Fama). 
Two famous books (with different conclusions) are Malkiel's A random walk down wall street and 
Mandelbrot-Hudson's The (mis)behavior of markets (a fractal view of risk, ruin and reward). Some 
interesting papers if you want to read more:

• Mandelbrot: Variation on certain speculative prices (a must read!)
• Fama: Mandelbrot and Stable Paretian Hypothesis
• Fama: Random Walks Stock Prices
• For more on randomness, check out The Black Swan by Taleb (amazon.com page here, wikipedia 

page here).
• For more on fractal geometry, click here. See the Koch snowflake; another popular one is 

the Cantor set. See here for fractal dimensions. To actually compute pictures of items like 
the Mandelbrot set, one needs to iterate polynomials. This can lead to the fascinating subject of 
efficient algorithms; when I wrote such programs years ago on what would now be considered 
`slow' computer, I had to use Horner's algorithm to get things to run in a reasonable time.

http://en.wikipedia.org/wiki/Random_walk_hypothesis
http://en.wikipedia.org/wiki/Efficient_market_hypothesis
http://en.wikipedia.org/wiki/Technical_analysis
http://en.wikipedia.org/wiki/Technical_analysis
http://en.wikipedia.org/wiki/Eugene_Fama
http://www.amazon.com/Random-Walk-Down-Wall-Street/dp/0393330338/ref=sr_1_2?ie=UTF8&s=books&qid=1260282331&sr=1-2
http://www.amazon.com/Misbehavior-Markets-Fractal-Financial-Turbulence/dp/0465043577/ref=sr_1_1?ie=UTF8&s=books&qid=1260282394&sr=1-1
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa09/econ/Mandelbroit_VariationCertainSpeculativePrices.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa09/handouts/Fama_MandelbroitAndStableParetianHypothesis.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa09/handouts/Fama_RandomWalksStockPrices.pdf
http://www.amazon.com/Black-Swan-Impact-Highly-Improbable/dp/1400063515/ref=sr_1_9?ie=UTF8&s=books&qid=1260290393&sr=1-9
http://en.wikipedia.org/wiki/The_Black_Swan_(Taleb_book)
http://en.wikipedia.org/wiki/The_Black_Swan_(Taleb_book)
http://en.wikipedia.org/wiki/Fractal_geometry
http://en.wikipedia.org/wiki/Koch_snowflake
http://en.wikipedia.org/wiki/Cantor_set
http://en.wikipedia.org/wiki/Fractal_dimension
http://en.wikipedia.org/wiki/Mandelbrot_set
http://en.wikipedia.org/wiki/Horner's_algorithm


Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 15: 4/10/25: Sabermetrics:
Slides for talk: https://web.williams.edu/Mathematics/sjmiller/public_html/math/talks/PythagWLTalk_WNE2024.pdf and 
https://web.williams.edu/Mathematics/sjmiller/public_html/math/talks/pythagintrostats_williamsalumns_sanfran2024.pdf   
Video: https://youtu.be/EZq9XKLSzPA 

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/math/talks/PythagWLTalk_WNE2024.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/math/talks/pythagintrostats_williamsalumns_sanfran2024.pdf
https://youtu.be/EZq9XKLSzPA
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 16: 4/15/25: Gamma Function, Chi-Square Distribution, Markov inequality:  
Video: https://youtu.be/0IqoNdzPI84

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/0IqoNdzPI84
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 16: April 15, 2021:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Pythagorean Theorem (not the formula!)
• Gamma function
• Chi-Square Distribution
• Markov’s Inequality
• Chebyshev’s Inequality
• Divide and Conquer
• Newton’s Method

General items.
• Dimensional Analysis
• The more you assume, the more you can deduce…
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The Normal Distribution and the Gamma Function
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Sums of squares by the Change of Variables Theorem



316

Markov’s inequality: Sanity Checks:
• Units
• Choices of a
• Special cases / Extreme cases



317

Proof:



Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 17: 4/17/25: Markov and Chebyshev's inequalities, Divide and Conquer vs Newton's Method, Exponential Function, 
Stirling's Formula, Dyadic Decomposition, Poisson Random Variables, CLT to Stirling:  
Video: https://youtu.be/e17FtuD-qJk

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/e17FtuD-qJk
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 16: April 15, 2021:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Markov’s Inequality
• Chebyshev’s Inequality
• Divide and Conquer
• Newton’s Method
• Exponential Function
• Poisson Random Variables, Stirling’s Formula

General items.
• The more you assume, the more you can deduce…
• Estimation
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Proof:



321
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Chebyshev’s inequality: Sanity Checks:
• Units
• Choices of k
• Special cases / Extreme cases
• Better than Markov for large deviations (reciprocal of 

quadratic vs linear)
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Chebyshev’s Inequality: Proof from Markov:
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https://web.williams.edu/Mathematics/sjmiller/public_html/math/talks/CToShiningSeaMichigan2020.pdf
https://youtu.be/TMILk79N_Bs 

https://web.williams.edu/Mathematics/sjmiller/public_html/math/talks/CToShiningSeaMichigan2020.pdf
https://youtu.be/TMILk79N_Bs
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https://www.youtube.com/watch?v=ZsFixqGFNRc

https://www.youtube.com/watch?v=ZsFixqGFNRc
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Crude upper/lower bounds for n!.



Note (n+1)!/n! = n+1; let’s see what Stirling gives:



348

Integral Test and the Poor Mathematician’s Stirling



Stirling’s Formula: Lower bound from Integral Test:



350

Euler–Maclaurin formula
From Wikipedia, the free encyclopedia: https://en.wikipedia.org/wiki/Euler%E2%80%93Maclaurin_formula 

https://en.wikipedia.org/wiki/Euler%E2%80%93Maclaurin_formula
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Poisson random variable: 
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Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 18: 4/22/25: CLT to Stirling, CLT for random walk of fair coin tosses, intro to generating fns: 
Video: https://youtu.be/PAgTajBx5ak

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/PAgTajBx5ak
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 2: November , 2021:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• CLT to Stirling via Poisson
• Central Limit Theorem for fair coin
• Random Walks….
• Generating Functions
• Poisson Random Variables

General items.
• Power of Stirling’s Formula
• Intuition from Special Cases, but dangers…. (prime counting?)
• Finding good approach through algebra: Generating Functions

357

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/handouts/341Notes_Chap1.pdf
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values = {10, 30, 50, 100};
For[numdo = 1, numdo <= Length[values], numdo++,
  {
   data[numdo] = {};
   max = values[[numdo]];
   For[n = 0, n <= max, n++,
    data[numdo] = AppendTo[data[numdo], {n, Binomial[max, n]/2^max}]];
   }];
ListPlot[{data[1], data[2], data[3], data[4]}, PlotRange -> All]















Simplest?
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Math / Stat 341: Probability
(Spring 2025)

Steven J Miller
Williams College

sjm1@williams.edu

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/ 
Lecture 19: 4/24/25: Generating Functions and Moment Generating Functions, Properties of MGF, Poisson and Normal 
Example, Poisson to CLT: 
Video: https://youtu.be/x-RNxpyi_4I

https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf 

https://web.williams.edu/Mathematics/sjmiller/public_html/331Fa24/math331fa24slides.pdf
https://youtu.be/x-RNxpyi_4I
https://web.williams.edu/Mathematics/sjmiller/public_html/341Sp25/Math341Sp25LecNotes.pdf


Plan for the day: Lecture 25: November 15, 2021:

https://web.williams.edu/Mathematics/sjmiller/public_html/341Fa21/hando
uts/341Notes_Chap1.pdf

• Generating Functions
• Moment Generating Functions
• Characteristic Functions
• Change of Base Formula

General items.
• Find the path through the algebra…. (telescoping, cubes)
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Warning: exp(-1/x2)
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When see terminology such as this, 
need to justify the name….
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