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ABSTRACT. A key part of any math course is doing the homework. This eanfgom reading the material in the book so
that you can do the problems to thinking about the probleneistant, how you might go about solving it, and why some
approaches work and others don’t. Another important pdrichvis often forgotten, is how the problem fits into math.His t

a cookbook problem with made up numbers and functions tasther or not you've mastered the basic material, or does it
have important applications throughout math and indusBgw I'll try and provide some comments to place the protdem
and their solutions in context.
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1. HW #2: DUE SEPTEMBER19, 2016

1.1. Problems. #0: Write a program to generate Pascal’s triangle modulo @v Far can you go? Can you use the

symmetries to compute it quickly? You do not need to handithigrom the textbook: #1: Exercise 1.7.4 (there are
many trig tables online: see for examgiét p: / / www. sosmat h. conf t abl es/tri gtabl e/tri gtable.

ht m ), and read BUT DO NOT DO Exercise 1.7.5. #2: Exercise 1.737 .Bkercise 1.7.18. #4: Exercise 1.7.34. #5:
Exercise 1.7.26. #5: Exercise 1.7.36.

1.2. Solutions.

#1: Exercise 1.7.4. If we know the values of eithar(z) or cos(x) for 0 < = < x/4 (or from 0 to 45 degrees
if you prefer not to work in radians) then we can find the valaésll trig functions using basic relations (such as
sin(z + m/2) = cos(x)). Create a look-up table efn(x) by finding its values for = £ Z with k& € {0,1,...,45}.
Come up with at least two different ways to interpolate valoésin(z) for = not in your list, and compare their
accuracies. For which values ofare your interpolations most accurate?

Solution: There are many trig tables online (see for example
http://ww. sosmat h. comtabl es/trigtable/trigtable.htmn

for one such table). A very simple way is to use whatever vadudosest. Thus if we have values fgn xz,, for
n € {0,1,..., N}, one option is to approximatén x by sin z,,,, wheren is chosen so that,, is the closest angle to.
We can do better. The next idea is to linearly interpolatevben the two angles closest. Thuszif < = < 41
(there is no reason to interpolaterihappens to be one of the angles in our table!), one posgilsilib look at a linear
combination ofsin «,, andsin ;. Thus we can look at,, sinx,, + (1 — w,,) sinxz,1, where we have chosen a
non-negative weight,, € [0, 1]. While we have complete freedom in choosing these weightseschoices are better
and more natural than others. It seems reasonable that wlskeight more the angleloser to 2. Thus one option is
It 72 Ging, + 2
Tptl — T €T — Tp
Notice the weights add to 1, and the closeis to x,,, the less we care abosith x,,,; and the more we care about
sin z,, in our approximation (and we have a similar resultfarlose toz,,+1).
There is another option: we can use calculus and use Taylessé# x,, is the closet angle to, we have

— Ty

SIN Tpy1-

sin’ sin” sin”’ x
n n n
@) 3]
However, as the derivative of sine is cosine and the devivaif cosine is negative sinevé need our angles to be
measured in radiansfor thisto hold!), we get the following:
cosT sinx

TS AT 30

We now have an interesting problem: which is better? Is itébed interpolate with linear weights, or the Taylor
series? The more Taylor coefficients we take the more aexitigtiould be, so eventually the Taylor method should be
superior. Numerical computations for one fixed choice sagtht even the one term Taylor series is better.

It's worth noting that the Taylor series expansion of singyamvolves sines and cosines; thus given a Taylor series
of degreel we can express our answer as a weight of the values of sinecamtbof the closest angle! Of course, the
weight used depends on the value of our input, but our ougdinear in the values of the lookup table. The difference
is that we’re not using two adjacent angles for sine, but aimecosine at the same angle.

sinz = sinx, + (x —x,)* + (. —an)+---

sinx = sinx, +

We assume we have a lookup table for sin(x) at each degree (fito 360, and discuss various ways to interpolate.
As Mathematica evaluates in radians, we need to put in a csiovefactor.

The first program, linweightf, calculates the weights nekded uses linear weights. As the separation between
entries in the lookup table is 1, the denominator in cal@udgthe weights is fortunately just 1. These weights are easy
to find and the calculation is pretty fast.

Taylorf is a bit more involved, but not horribly so. It lookstae Taylor expansion at a point to a given degree. The
calculation is longer, but only uses the values in the taBleen doing just one term seems to do better, and of course
the more terms we take the better we do.

convert = Pi [/ 180. ;

linweightf[x_] := Mdule[{},


http://www.sosmath.com/tables/trigtable/trigtable.html
http://www.sosmath.com/tables/trigtable/trigtable.html
http://www.sosmath.com/tables/trigtable/trigtable.html
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w = Ceiling[x] - Xx;

new = w Sin[Floor[x] convert] + (1 - w) Sin[Ceiling[x] convert];
Ret ur n[ new] ;

1

taylorf[x_, d_] := Mdule[{},

step = If[x - Floor[x] < .5, x - Floor[x], Ceiling[x] - x] convert;
nearest = If[x - Floor[x] < .5, Floor[x], Ceiling[x]];
new = 0;
For[k = 0, k <= d, k++,
new =
new + | f[Md[k, 2] == 0, Sin[nearest convert],

Cos[ nearest convert]] If[Md[k, 4] == 2 || Md[k, 4] == 3, -1,
1] step™k / k!
1
Ret ur n[ new] ;
l;
Below we calculate how good the various approximations di3a432 degrees. Even the linear weight is doing a
good job. We print out the answer and the two nearest valuitookup table.
In[90]: = angl e = 13.432;
Print["Angle = ", angle];
Print[Sin[angl e convert], ", ", Sin[Floor[angle] convert], ", ",
Sin[Ceiling[angle] convert]];
I'i nwei ght f [ angl e]
taylorf[angle, 1]
taylorf[angle, 2]
taylorf[angle, 3]
taylorf[angle, 4]

During evaluation of I1n[90]:= Angle = 13.432

0.232291, 0.224951, 0.241922

During eval uati on of 1n[90]:
Qut [ 93] = 0.232282
Qut[94] = 0.232298
Qut [ 95] = 0. 232291
Qut[96] = 0.232291

Qut[97] = 0.232291

In the analysis below, we fix a fractional angle and then lobk plus n, for n from 0 to 359. We calculate the
absolute value of the error in each method and sum, and sed wigthod has the lowest aggregate error. The first
order Taylor series is only a little better than the lineaighies, but it is better. The second order gives us a few more
digits of accuracy, and the third and fourth are ridiculgggod!

deci mal = .432;
For[d = 0, d <= 10, d++, error[d] = 0];
For[n = 0, n <= 359, n++,
{
angle = n + deci mal;
val ue = Sin[angl e convert];
error[0] = error[0] + Abs[ value - |inweightf[angle]];
For[d =1, d <= 4, d++,
error[d] = error[d] + Abs[value - taylorf[angle, d]]];
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}H
[d =0, d<=4, d++, Print[d, ": ", error[d]]]

For
0: 0.00856529
1: 0.00651435
2: 0.0000163723
3: 3.0861+10"-8

4: 4.65334x10"-11

#2: Exercise 1.7.7. Prove the five log laws. For example,Herfirst we haveéog, =; = y;, soz; = b¥:. Thus
Timy = bYrbY2 = pvrtyz. By definition, we now getog, (z122) = y1 + y2, Which finally yieldslog, (z122) =
logy, x1 + logy, 2.
Solution: (2) If log, * = y thenz = ¥ sox” = b"™Y and thudog, (") = ry = rlog, z. (3) Take the logarithm bade
of g * and use (2). (4) follows from (1) applied iz, * and then using (2) far; *. (5) Is the most interesting. Let
log.x =y sox = ¢¥. Asb = c!°%:" by (3), we find

ploss® — cogvzloscb — oo plog, 2 = log, xlog, blog, ¢

by taking logs of both sides and using (3); the result follémesn division and notindog,. c = 1.

#3: Exercise 1.7.18. Iterate this procedure one or two nmorest
Solution: There are many ways to repeat it. One option is togmé <Il+---+m< ng. Let’s now use this on
the setsS;; andS,». ForSy; we find a lower bound og(n/2)2, while the lower bound for the second is the same plus
n?/4; thus the lower bound is

3n? n?  3n? Ty

52 18T T 1w
which is nowvery close ton?/2. Similarly we find for the upper bound

6n? n? 6n? 10 o

——t—F-— = —n’

8 4 4 8 4 16
A possible pattern has emerged: lower bound has con&ant 1) /24, while the upper bound iQ¢ + 2)/21+*.

#4: Exercise 1.7.345olution: See the referenced paper.

#5: Exercise 1.7.26. Consider four algorithms: the firstsrime¥' steps, the second iN? steps, the third inv'/2
and the fourth inog N steps. Percentagewise how much of an increase is there Htinmarin going from an input
of N to 2N (i.e., doubling the input)? Express your answer as a funatio NV, but for definiteness also do for
N € {100,10%,1000},

Solution: Percentagewise they are (approximately) (14 1/N)?, v/2 andlog 2/ log N. The table is straightforward.

#5: Exercise 1.7.36o0lution: The matrix is

SO = O
O = O N
= O O
o O oo

The eigenvalues are
(1+v5)/2,—1,(1 - 5)/2,0
with corresponding eigenvectors
{{2 + Sgrt[5], 1/2 (3 + Sgrt[5]), 1/2 (1 + Sqgrt[5]), 1}, {-1, 1, -1,
1}, {2 - Sqrt[5], 1/2 (3 - Sqrt[5]), 1/2 (1 - Sgrt[5]), 1}, {O, O,
0, 1}}
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Let's say the initial condition is that we have a one year @it pnd all else zero{0,1,0,0}. If M is the matrix
of eigenvectors (so columnis the:™ eigenvector) then the coefficientsin writing our initial condition as a sum of
eigenvectors arises from/ {0, 1,0, 0}7, yielding

-((-(3/2) + Sgrt[5]/2)/Sgrt[5]), 1, -((3/2 + Sqrt[5]/2)/Sqgrt[5]), O.

HOMEWORK DUE MONDAY SEPTEMBER 26: Choose a project; put that on the google shdwtt ps://
docs. googl e. com spreadsheet s/ d/ 178i 44ycRXj f VsHQZSpgngr WWZvdJgHIgd1CSy AXpMRg/ edi t #
gi d=0. #1: Investigate the Euclidean algorithm for various cheiofz andy. What values cause it to take a long
time? A short time? For problems like this you need to figurevehat is the right metric to measure success. For ex-
ample, ifz < y and it takes steps, a good measure mightddog, (z). a#2: What is the dimension of the Cantor set?
#3: Exercise 3.6.38: Find the optimal solution to the dietyem when the cost function Gost (x4, 22) = 21 + 2.

#4: Exercise 3.6.39. There are three vertices on the boymdane polygon (of feasible solutions); we have seen two
choices of cost functions that lead to two of the three pdieiag optimal solutions; find a linear cost function which
has the third vertex as an optimal solution. #5: ExerciselB.6Generalize the diet problem to the case when there are
three or four types of food, and each food contains one oétiteens a person needs daily to live (for example, calcium,
iron, and protein). The region of feasible solutions willinbe a subset dk3. Show that an optimal solution is again a
point on the boundary. #6: the diet problem with two prodactd two constraints led us to an infinite region, and then
searching for the cheapest diet led us to a vertex point. Maldée diet problem by adding additional constraints so
that, in general, we have a regiorafihite volume, and again show that the optimal point is atrtexe Your constraints
should be reasonable, and you should justify their inclugio


https://docs.google.com/spreadsheets/d/178i44ycRXjfVsHQZSpgngrWMZvdJgH9gd1CSyAXpMRg/edit#gid=0
https://docs.google.com/spreadsheets/d/178i44ycRXjfVsHQZSpgngrWMZvdJgH9gd1CSyAXpMRg/edit#gid=0
https://docs.google.com/spreadsheets/d/178i44ycRXjfVsHQZSpgngrWMZvdJgH9gd1CSyAXpMRg/edit#gid=0
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2. HW #3: DUE MONDAY, SEPTEMBER26

#0: Choose a project; put that on the google shieet:ps: / / docs. googl e. coni spr eadsheet s/ d/ 178i 44ycRXj f VsSHQZS]
edi t #gi d=0. #1: Investigate the Euclidean algorithm for various cheiofz andy. What values cause it to take

a long time? A short time? For problems like this you need tarfigout what is the right metric to measure suc-
cess. For example, if < y and it takess steps, a good measure might beélog,(z). a#2: What is the dimen-
sion of the Cantor set? #3: Exercise 3.6.38: Find the optguohkition to the diet problem when the cost function is
Cost(z1,x2) = x1 + x2. #4: Exercise 3.6.39. There are three vertices on the boymddhe polygon (of feasible
solutions); we have seen two choices of cost functions ¢zt to two of the three points being optimal solutions; find a
linear cost function which has the third vertex as an optisofition. #5: Exercise 3.6.40. Generalize the diet problem
to the case when there are three or four types of food, andfeaditontains one of three items a person needs daily to
live (for example, calcium, iron, and protein). The regidmeasible solutions will now be a subset®?f. Show that an
optimal solution is again a point on the boundary. #6: thé plieblem with two products and two constraints led us to
an infinite region, and then searching for the cheapestelieti$ to a vertex point. Modify the diet problem by adding
additional constraints so that, in general, we have a regfiafinite volume, and again show that the optimal point is at
a vertex. Your constraints should be reasonable, and yaulghgstify their inclusiona

2.1. Solutions. #1: Investigate the Euclidean algorithm for varous choices ofr and y. What values cause it to
take a long time? A short time? For problems like this you needo figure out what is the right metric to measure
success. For example, if < y and it takes s steps, a good measure might be/ log,(z).
Solution: The answer are adjacent Fibonacci numbers. Clearly we c&e things take more steps by taking the
numbers larger, and thus it is important to come up with aoeaisle metric. A great choice is to look at the number
of steps versus the theoretical maximum. Of course, we d@vé to get the theoretical maximum perfectly correct;
it suffices to get the correct growth rate with respect tand we can miss by a multiplicative constant, as that would
affect all rations equally. Thus we’ll udeg, x for our scaling.

Next, we can assume < y < 2z; if y > 2z it won’t take more steps than the correspondjr(@hich has the same
remainder when dividing by) that lives in[z, 2z).

We make the assumption that there is some rati@tween: andy that leads to the worse run-time. The worse
possible case is that after each step the two new number$alsothat ratio. Thus, imagine we go fram, y) to
(y — x,z) and both pairs have ratio

Cross multiplying and simplifying gives
y2 —xy = 22 therefore y2 —xYy — z? = 0.

We solve fory as a function, or equivalently we write= rz and findr satisfies

r?x? —ra? —2? =0 or 22(rP —r—1) = 0.
Notice that the equation faris the same as the characteristic polynomial, and we find
1+5
r o= .
2

As z < y we needr > 0, and thus the ratio that will give us the most trouble shodd b= (1 + 1/5)/2; this is the
Golden Mean, and leads to the Fibonacci numbers!

The above is not a fully fleshed out proof. adsumed there was a worse ratio (clearly the algorithm runs fastest
wheny = z). Let’s try to attack this from the other perspective: lstart off with the smallest pair and move upwards:
so we go from (1,0) to (1,1) to (2,1) to (3,2) to (5,3), .... Ach stage we do what keeps us as small as possible, and
makes the next number as small as possible, and thus this éptimal approach.

#2: What is the dimension of the Cantor set?

Solution: The dimension idog; 2. We use the formula that the dimensiéean be found by = r¢, where when we
dilate our set by a factor afwe end up withd copies of it. For the Sierpinski triangle from class, whendeebled the
sides we ended up with three copies of our original trianBiemember the Cantor set is defined as what is left when
we remove the middle third of each interval at each stages Weustart with0, 1], then go t0[0, 1/3] U [2/3, 1], then
[0,1/9]U[2/9,1/3] U [2/3,7/9] U [8/9,1], and so on. If we triple the set (so we mafto 3z) then we end up with
two copies of the Cantor set: the region containefini /3] expands to a full Cantor set {f, 1], as does the region


https://docs.google.com/spreadsheets/d/178i44ycRXjfVsHQZSpgngrWMZvdJgH9gd1CSyAXpMRg/edit#gid=0
https://docs.google.com/spreadsheets/d/178i44ycRXjfVsHQZSpgngrWMZvdJgH9gd1CSyAXpMRg/edit#gid=0
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FIGURE 1. Diet Problem 1: Plot of the first diet problem, with severast lines.

contained in2/3, 1], but now to a Cantor set if2, 3]. We thus have = 2 whenr = 3, so2 = 3¢ or the dimensionl
equalslog; 2 ~ .63093. Note this is a number between 0 and 1, which is reasonableegSantor set is fatter than a
singleton but thinner than a point.
#3: Exercise 3.6.38. Find the optimal solution to the diet psblem when the cost function isCost(xy,z2) =
xr1 + To.
Solution: When | first taught this course | made a mistake in descritfiegDiet Problem in the notes. In the text |
had one unit of cereal contributing 30 units of iron and 5ainitprotein; however, when | wrote the equations in (1) |
transposed things, and had one unit of cereal giving 30 ohitsn and 15 units of protein. I'll thus solve the problem
both ways.

Using the numbers in the book, we have the following systeenoftions:

30x1 + 1529 > 60 (iron)

5xq1 + 10xo 70 (protein)

>
x1,22 2 0, (2.1)

and now we want to minimiz€ost(x1, x2) = x1 + x2. Itisn'timmediately clear what the optimal solution is,kasth
products have the same cost per unit, but one delivers nmraird the other more protein. We give a plot in Fidgdre 1.
Here is the Mathematica code to generate the plot.

linel[x ] :=If[-2 x +4 >0, -2 x + 4, 0]
Cost[x_, c_] :=If[ -x + ¢ >0, -x +c¢c, 0]
Plot[{linel[x], -.5 x + 7, Cost[x, 10.0], Cost[x, 10.1],

Cost[x, 10. 2], Cost[x, 10.3], Cost[x,10.4], Cost[x,10.5]}, {x,0, 14}]

The cost falls as we shift the cost lines down and to the leftidé that whenever the protein constraint is satisfied
then the iron constraint holds as well, and is thus extraseflio see this, note the coefficients from this equation are
all larger than those of the one below, and the required aimedass!) The optimal diet will be entirely steak (i.e.,
only the second product). Thus = 0 andxy = 7.

We now consider the other diet problem:

30z1 + 522 > 60 (iron)
1521 4+ 1022 > 70 (protein)
x1,22 2 0, (2.2)

and now we want to minimiz€ost(z, x2) = x1 + z2. We give a plot in Figurgl2.
The Mathematica code is

line2[x ] :=If[-6 x +12 >0, -6 x + 12, 0]

Cost[x_, ¢ ] :=If[ -x +¢c >0, -x +c¢c, 0]

Plot[{line2[x], -1.5 x + 7, Cost[x, 10.0], Cost[x, 10.1],
Cost[x, 10. 2], Cost[x, 10.3], Cost[x,10.4], Cost[x,10.5]}, {x,0,5}]
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FIGURE 2. Diet Problem 1: Plot of the second diet problem, with seMeost lines.

The cost is falling as the cost line moves down and to the &&.flow until we have none of the second product,
only buying the first product (thus, = 4% andzs = 0).

#4:. Exercise 3.6.39. There are three vertices on the boundaiof the polygon (of feasible solutions); we have
seen two choices of cost functions that lead to two of the thegpoints being optimal solutions; find a linear cost
function which has the third vertex as an optimal solution.

Solution: We have:

30x1 + 522 > 60 (iron)
1521 + 10z > 70 (protein)
T1,T2 > 0. (23)

The two lines have slope -6 and -1.5; if we choose our costifomto have a slope between these two values, then the
intersection of those two lines will be the unique optimalpoWe can do this if we take a slope of -4, or equivalently
if the cost function iCost(x1, x2) = 4x1 + x2 (though we may replace the 4 with any number strictly betwk&n
and 6).

#5: Exercise 3.6.40. Generalize the diet problem to the casden there are three or four types of food, and each
food contains one of three items a person needs daily to livéo¢ example, calcium, iron, and protein). The region
of feasible solutions will now be a subset dk3. Show that an optimal solution is again a point on the bounday.
Solution: If each food can contain exactly one item, then the only wayarehave a solution is if each food contains
a different itemor we have more food choices than needed items. If we only haee flood items, each food must
contain a different nutrient, and then there is only oneibdasliet: take the appropriate amount of each food. If iadte
we have four types of food, we need two of the food types to lla@esame nutrient, and the other two foods to have
the remaining two nutrients. In this case, the only inténgsaspect of the problem concerns the nutrient represented
by two different foods. We simply take whichever food has #@idverice per unit of nutrient.

The problem is more interesting if the foods can containteité items. In this case, if we hawe units of foody,
and foodj deliversa;; units of nutrient then, assuming we neegdunits of nutrient to stay alive, our constraints are

a11T1 + a12%2 + azrs = 11
G21T1 + A22%2 + ag3rs = T2
a3171 + azar2 + azzrs = T3
T1,22,T3 Z 0. (24)

The cost function i€ost(z1, T2, v3) = c121 + coxa + c33.

The same logic as before shows that an optimal solution neuenka boundary; the difference is now we need to
use words like planes rather than lines. Instead of a regidind upper right quadrant we get a region in the positive
octant. We now have planes of constant cost; we can deciigasedt by moving towards the origin, and thus if we're
at an interior point we can lower the cost by shifting ‘dow8imilarly, once we hit the boundary, we can continue to
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FIGURE 3. Diet Problem 3D: Plot of constraints in a 3-dimensionat giroblem.

lower the cost by moving to a vertex (we might not be lowerimg ¢ost if the slopes align, but in that case we at least
keep the cost constant).
It's a bit harder of course to visualize things in three-disiens. We give a plot in Figufé 3; the constraints are

2r+y+2z > 4
Obr+2y+2 > 4
r+4y+z > 6

z,y,z > 0

The Mathematica code is

planel[x_, y ] :=I1f[-2 x -y +4 >0, -2x -y + 4, 0];
plane2[x_, y ] :=I1f[-.6 x - 2y +4>0, -.6x - 2y + 4, 0]
plane3[x_, y ] :=1f[-3x - 4y +6 >0, -3x- 4y +6, 0];

Pl ot 30[ { pl anel[ x,y], plane2[x,y], plane3[x,y]l}, {x,0,2}, {y,0,2}]

#6: the diet problem with two products and two constraints lel us to an infinite region, and then searching for
the cheapest diet led us to a vertex point. Modify the diet prblem by adding additional constraints so that, in
general, we have a region dffinite volume, and again show that the optimal pointis at a veex. Your constraints
should be reasonable, and you should justify their inclusin.a

Solution: There are lots of ways to keep things finite. A ‘fun’ way is t@lpibit you from eating too much of any
nutrient (in other words, too much of a good thican kill you!). Right now we said we need at least 60 units of iron
and at least 70 units of protein; maybe we die if we eat more 1 units of iron or 140 units of protein. We give a

plot in Figurd4.

The Mathematica code is
line3[x_, ¢ ] :=1I1f[-6 x +¢c/5 >0, -6 x +c/5, 0]
lined4[x_, ¢ ] :=1f[-1.5 x +¢/10 >0, -1.5 x + ¢/10, 0]
Plot[{line3[x, 60], line3[x, 100], line4[x, 70], line4[x, 140]},
{x, 0, 10}]

There is a very nice consequence to our restrictions. We rawe b closed and bounded subset of the plane. We
know from real analysis that any continuous function on a@tband bounded set attains its maximum and its minimum.
Thus, therés an optimal diet (i.e., a cheapest diet that will keep yougliv

The problem is we don’t necessarily know how to find it. Whenstat studying the simplex method, we’ll learn
how to flow from a guess to a better guess. This is similar toesitems you may have seen. For example, in Lagrange
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20

10+ ™~

FIGURE 4. Diet Problem 3: Plot of the third diet problem, now with nraxm daily allowances.

Multipliers we know candidates for a local extremumyfoato the region with constraint functionsatisfyV f = AVy;

if the two gradients are not aligned, we obtain informationahich direction to flow. Of course, what'’s best locally
might not be best globally — it might be better to take a smalirhthe beginning to get to the global extremum;
sadly this issue causes enormous complications in the&uljaother situation where you might have seen this is in
contraction mappings, which give an iterative procedurfnibfixed points (a nice application of this is in differertia
equations).

2.2. HW #4: Due October 3, 2016. Due Friday, Oct 3, 2016#0: Make sure you can do, but do not submit, the
problems in the “Real Analysis Review” of Chapter 4. #1: Exsg 4.7.7: Prove that any cubig® + bx? +cx+d = 0

can be written as®+pxz+q = 0 (i.e., we can rewrite so that the coefficient of tifeterm vanishes and the coefficient of
thex3 term is 1); this is called the depressed cubic associatéuktoriginal one. (For fun see the next problem on how
to solve the cubic.) #2: Exercise 4.7.12. Can you construetamnical linear programming problem that has exactly
two feasible solutions? Exactly three? Exadilyherek is a fixed integer? #3: Exercise 4.7.14. Find a continuous
function defined in the regiofw/2)? + (y/3)? < 1 (i.e., the interior of an ellipse) that has neither a maximnona
minimum but is bounded. #4: Exercise 5.4.3. Imagine we waptdcen queens on an x n board in such a way as to
maximize the number of pawns which can safely be placed. thieathrgest number of pawns far< 5. #5: Exercise
5.4.4. Write a computer program to expand your result in tiegipus problem to as large of an n as you can. Does the
resulting sequence have any interesting problems? Trttingut in the OEIS. #6: Consider the problem of placing
n queens on an x n board with the goal of maximizing the number of pawns whictysafely be placed. For each
n, let that maximum number hgn). Find the best upper and lower bounds you carpfer). For example, trivially
one had) < p(n) < n?; can you do better? #7: Exercise 5.4.26: Pr%\g S e~ /N — S e~ N

As N tends to infinity, bound the error in replacing the sum on tgktthand side with the zeroth term (i.e., taking just
n = 0). Hint: the Fourier transform of a Gaussian is another Gauosf f(z) = e—ox” thenf(y) = \/w/ae‘ﬂzyz/“.
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3. HW #4: DUE OCTOBER3, 2016

3.1. Problems. Due Friday, Oct 3, 2016:#0: Make sure you can do, but do not submit, the problems iriRleal
Analysis Review” of Chapter 4. #1: Exercise 4.7.7: Prové #wy cubicaz® + bx? 4+ cx + d = 0 can be written as

2%+ px + ¢ = 0 (i.e., we can rewrite so that the coefficient of tifeterm vanishes and the coefficient of thieterm is

1); this is called the depressed cubic associated to theafigne. (For fun see the next problem on how to solve the
cubic.) #2: Exercise 4.7.12. Can you construct a canoriiw@i programming problem that has exactly two feasible
solutions? Exactly three? Exactlywherek is a fixed integer? #3: Exercise 4.7.14. Find a continuoustfon defined

in the region(z/2)? + (y/3)? < 1 (i.e., the interior of an ellipse) that has neither a maxirmona minimum but is
bounded. #4: Exercise 5.4.3. Imagine we want to ptageieens on an x n board in such a way as to maximize the
number of pawns which can safely be placed. Find the largeaber of pawns for, < 5. #5: Exercise 5.4.4. Write

a computer program to expand your result in the previouslenolto as large of an n as you can. Does the resulting
sequence have any interesting problems? Try inputtingthénOEIS. #6: Consider the problem of placingjueens

on ann x n board with the goal of maximizing the number of pawns whictyreafely be placed. For each let
that maximum number bg(n). Find the best upper and lower bounds you campfer). For example, trivially one
has0 < p(n) < n?; can you do better? #7: Exercise 5.4.26: Pr% DD e~ /N — DD e~ N | As

N tends to infinity, bound the error in replacing the sum on tgbtrhand side with the zeroth term (i.e., taking just
n = 0). Hint: the Fourier transform of a Gaussian is another Gans# f(z) = e¢~*" thenf(y) = /7 /ae"" v/,

3.2. Solutions. #1: Exercise 4.7.7: Prove that any cubic® + bz? + cx + d = 0 can be written as? 4 pz + ¢ = 0
(i.e., we can rewrite so that the coefficient of titeterm vanishes and the coefficient of thieterm is 1); this is called
the depressed cubic associated to the original one. (Fadearhe next problem on how to solve the cubic.)
Solution: Implicit in the above is that. # 0, as if it did we would not have a cubic but a quadratic; thishis ¢ld
rectangle-square debate...alf# 0 we may divide both sides byand thus may assume the coefficient:dfis 1. We
now change variables and let= = — b/3. This sends: to 3 — ba? + b%x /3 — b3 /27, andbz? to bx? — 2b%x /3 + % /9
(the other terms are lower order and don’t invah#g; note the coefficient of the? term is now zero.

#2: Exercise 4.7.12. Can you construct a canonical lineagnamming problem that has exactly two feasible
solutions? Exactly three? Exactiywherek is a fixed integer?
Solution: Assumer; andz- are two feasible solutions; thus they satigfy = b and have non-negative entries. Then
x: = tay + (1 — t)x2 has non-negative entries for alle [0, 1] and also satisfies the constraints. Thus if there are
two solutions there are infinitely many. This idea of a wegghlinear combination is extremely important, and occurs
frequently in mathematics. It tells us that the solutioncgpiaconvex.

#3: Exercise 4.7.14. Find a continuous function defined énrégion(z/2)? + (y/3)? < 1 (i.e., the interior of an
ellipse) that has neither a maximum nor a minimum but is bednd
Solution: Considerf(z) = z; it approaches 2 a&c,y) — (2,3) and—2 as(z,y) — (—2,3) but never hits those
values.

#4: Exercise 5.4.3. Imagine we want to placqueens on an x n board in such a way as to maximize the number

of pawns which can safely be placed. Find the largest numtgawns forn < 5.
Solution: Forn € {1, 2} the answer is zero; a little work shows also zerorfor 3, then gets harder. The code below
is good enough to brute foree< 5 in seconds, will be very bad for = 6 (horrible memory management). We get 1
pawn forn = 4 and 3 forn = 5.
chess[n_] := Mdul e[{},

maxpawns = 0; (=*

nmax nunber pawns observe on nxn board that are safe with n queens \
present *)

board = {}; (* create the board *)
For[i =1, i <= n, i++,
For[j =1, j <= n, j++,
{
board = AppendTo[ board, {i, j}];
}11:(*x end of i, j |oops *)

| i stboard = Subsets[board, {n}]; (=*
al | subsets of EXACTLY n squares *)
Print[Length[listboard]]; (=*



12 STEVEN J. MILLER (SIM1@WILLIAMS.EDU, STEVEN.MILLER.M®6@AYA.YALE.EDU): MATH 377, FALL 2016

prints how many cases have to study *)
(* crashes if don’t subtract 1 below -- strange *)
For[p =1, p <= Length[listboard] - 1, p++

pawns = 0; (* initialize pawns safe to zero *)

list = listboard[[p]]; (* these are the squares chosen *)
(* mark of f what rows,

colums and diagonals are not allowed for pawns *)

horiz = {}; vert = {}; diagl = {}; diag2 = {};
For[k = 1, k <= n, k++,
{

horiz = AppendTo[ horiz, list[[k, 1]]1];
vert = AppendTo[vert, list[[k, 2]]];

di agl = AppendTo[diagl, list[[k, 1]] - list[[k, 2]11;
di ag2 = AppendTo[diag2, list[[k, 2]] + list[[k, 1]]];
H
(* for each square see if can place a pawn;
if can increase pawn count by 1 *)
For[i =1, i <=n, i++
For[j =1, j <=n, j++
{
If[
Member Q horiz, i] == False && Menber vert, j] == Fal se &&
Member Y diagl, i - j] == False &&
MenberJ diag2, j + i] == False, pawnns = pawns + 1];
}11; (* end of i, j loops *)

(* see if have nore pawns safe than previ ous best x)

| f[ pawns > maxpawns, nmaxpawns = pawns];

}1; (* end of p loop *)
Print["For n =", n, " nax pawns safe is ", maxpawns]; (*
print best =)
I

#5: Exercise 5.4.4. Write a computer program to expand yesult in the previous problem to as large of an n as
you can. Does the resulting sequence have any interestitdgons? Try inputting it in the OEIS.
Solution: Need to do better than what | wrote; saving all options intsiais expensive; if we wrote to file and then
called would be better. Would make a huge difference if wee@ommetries. Actually, didn't realize | left the program
running and it got, = 6 fairly quickly, giving 5 pawns. The OEIS lists 39 options;eomore data point would be nice!
Kirby Gordon sent me the following: 0, 0, 0, 1, 3, 5, 7, 11, 18, 20, which is enough to move us to just one option.

#6: Consider the problem of placimgqueens on an x n board with the goal of maximizing the number of pawns
which may safely be placed. For eachlet that maximum number h&n). Find the best upper and lower bounds you
can forp(n). For example, trivially one has < p(n) < n?; can you do better?

Solution: Clearlyp(n) < n? — n; it can unfortunately be zero at times, so must be carefuf's l@ok at some large
values ofn, for example let's assume = m?2. Then we have an x n board, which isn? x m?, and we need to
placen = m? queens. One option is to place these inman< m square in the bottom right. Let's see how many
squares that kills. It killsn? vertically andm? horizontally, but this double counts the? in the bottom, so a total
of 2m3 — m? spaces are killed. We now must look at the diagonals killed.dalld compute it exactly, but a rough
calculation suffices. We ha&n — 1 diagonals and each diagonal kills at mest for at most2m? — m?2. There’s of
course some double counting of this in the bottom right sejaad the vertical / horizonal rows, but that is going to be
lower order. Thus combining everything we see that on therofl4m? (up to orderm?) of them* are killed. Thus

it looks like in the limit we can have almost all squares safe! In general, if you havesam consider the sub-block
that'sz x = wherexz = [/n], the smallest integer at leagh.. Thus the number of pawns that can be safely placed is
at least (approximately)> minus something of order?/? (if we wanted we could figure out the constant multiple of
n3/2, we know it's around 4).
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It's easier to get a good lower bound than an upper bound fare;lower bound we just need to find the number
of pawns that work for one special configuration, while forigaper bound we must get something that holds for all
configurations. We give an argument that gets an outstangipgr bound without too much work, and allows us to
see the correct order of magnitude. Remember the more roeslomns we have queens in, the more squares are
killed; thus it is reasonable to try and minimize the numbfenoavs or columns with queens, being careful always not
to accidentally do what is locally best as that may not leaa ¢gtobally best placement.

Considerany configuration. Letf (n) denote the number of rows that have queens. This kills at fgasn squares,

n squares in each row with a queen (we can do a little bettertessito kill some squares in columns; I'll leave it to
you to try and do that). How many columns have queens? Notadne columns with queens, the more squares killed;
thus if we are going for an upper bound we want to consideraive$t possible number of columns with queens. As we
can only have queens jfin) rows, no column can have more thafn) queens. There arequeens to place, and thus
by the pigeonhole principle at least one column must recefy§n) queens (which is the average number of queens
per column). Note that each queen in this special colums &tlleast: squares, and thus at least/ f (n) squares are
killed from the column locations. It's important to note thlaese squares anet necessarily distinct from the squares
killed by looking at row placements.

We have shown that the number of squares killed is at Igasin and also at least?/ f(n); thus the number
of squares killed is at leastax(f(n)n,n?/f(n)). To get an upper bound fa@ll configurations, we choosg(n) to
minimize the maximum of the two. We find this by setting the ®@ressions equal and solving fffn), as if we
take f(n) so that they are equal then increasing it will increase tisé feactor, while decreasing it would increase the

second. Thus
2

e
fn)
implying that at least/? of then? squares are killed (we should really use floor or ceiling fioms forn in general,

but this gives the right order of magnitude and I'll just leawlike this).
Thus, combining all our work, we find there exist positive samtsc; > ¢ such that

o = thus f(n) = Vi,

2 3/2

n® —cin 3/2

< p(n) £ n®—can

)

in other words, the order of magnitude of the number of spanesn x n board that are killed is of size®/?!

#7: Exercise 5.4.26: Prove— -7 em™/N — Y e=m™*N_As N tends to infinity, bound the error in
replacing the sum on the right hand side with the zeroth téem faking just: = 0). Hint: the Fourier transform of a
Gaussian is another Gaussianfifc) = e~ thenf(y) = /7 /ae~™ ¥’/

Solution: Step one is to compute the Fourier transform:

f) = / f(@)e vz,

we are fortunate in that we're given the answer, but that eafobnd by completing the square. We are able to use the
Poisson Summation formula, which states

Yoot = > fn)

n=—oo n=—oo

for nice functions (such as the Gaussian). We can use thisularwitha = 7 /N, and find

oo

\/% i efrrnz/N _ Z eiﬂ’n2N.

n=—oo n=—oo

Note this problem isiot hard because of what we're given. What makes it hangt@sing those givens. Prove the
Fourier transform is as claimed. Prove the Poisson SummEBtiomula.

Also, it's worth seeing why weare about this. What happens 45 — oo? On the left hand side, we have to deal
with all terms with|n| up to about/N, whereas on the right hand side only the= 0 term contributes significantly
(as|n| > 1 already has the argument of the exponential at essentiafigtive V). This is the power of Poisson
Summation; we pass from a long slowly decaying sum to a shpitlly decaying sum. If we keep just the zeroth term
on the right, the error is mostly given from the= +1 terms. We can get an upper bound on the error by noting that
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fora > 0,

—a

oo
—an? _ e
sumpp>1e” " = 2 E e = —.,
= 1—e @

n=1

We can do a bit better by splitting off the= 1 term:

e = 2e*“+2§:e*‘m2 < 27+ 2’

1—e 4
[n|>1 n=2

3.3. New Homework. Due Monday Oct 10, 2016. #1. Prove that ifl’ has M rows and k columns, with M > k,
then A’T A’ is invertible. Note this is the A’ from the text, and thus the k£ columns of A’ are linearly indepen-

dent.#2. For fixed M, find some lower bounds for the size of ", (JZ) If M = N = 1000 (which can easily

happen for real world problems), how many basic feasible sations could there be? There are less thari0?°
sub-atomic objects in the universal (quarks, photons, et ¢era). Assume each such object is a supercomputer
capable of checking10?° basic solutions a second (this is much faster than current t&nology!). How many
years would be required to check all the basic solutions? #3magine you want to transmit the shape of the plot
f(x) = sin(x®) on the interval [-3,3]. You have the ability to sample the valie of this function for 360 different
choices ofz. Plot it if you sample uniformly. Is this the best way to sampé? How should you sample / choose
where to sample? #4: We say a is an ordered feasible solution if its non-negative entrieare ordered from
smallest to largest; thus (1,0,0,4,3,0,0,5,8) is not orded (as 4 is less than 3) but (1,0,0,3,3,0,0,5,8) is. Prove or
disprove: if a canonical linear programming problem has a fasible solution then it has an ordered feasible so-
lution. #5: Give an example of a4 x 4 matrix such that each entry is positive and all four columns ae linearly
independent; if you cannot find such a matrix prove that one eists. #6: Redo the previous problem but for an
arbitrary N (thus find an N x N matrix where all entries are positive and the N columns are linearly indepen-
dent). Extra Credit: For each positive integer N find a matrix with N rows and infinitely many columns so that
all entries are positive and any set ofV columns is linearly independent.
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4. HW #5: DUE OCTOBER10, 2016

4.1. Problems. Due Friday, Oct 10, 2016:#1. Prove that ifA’ has M rows andk columns, withM > k, then
A'T A’ is invertible. Note this is thel’ from the text, and thus thie columns ofA’ are linearly independent.#2. For

fixed M, find some lower bounds for the size @Q’il (ZZ) If M = N = 1000 (which can easily happen for real

world problems), how many basic feasible solutions couttatbe? There are less thad’° sub-atomic objects in
the universal (quarks, photons, et cetera). Assume eathoijiect is a supercomputer capable of checkioR) basic
solutions a second (this is much faster than current tedgy$l. How many years would be required to check all the
basic solutions? #3: Imagine you want to transmit the shafreplot f () = sin(23) on the interval [-3,3]. You have
the ability to sample the value of this function for 360 diffat choices of. Plot it if you sample uniformly. Is this the
best way to sample? How should you sample / choose where fols2r#4: We say a is an ordered feasible solution
if its non-negative entries are ordered from smallest tgdst; thus (1,0,0,4,3,0,0,5,8) is not ordered (as 4 is hess t
3) but (1,0,0,3,3,0,0,5,8) is. Prove or disprove: if a cacaliinear programming problem has a feasible solutiomthe
it has an ordered feasible solution. #5: Give an example ©fxa4 matrix such that each entry is positive and all
four columns are linearly independent; if you cannot findnsaanatrix prove that one exists. #6: Redo the previous
problem but for an arbitraryv (thus find anV x N matrix where all entries are positive and tNecolumns are linearly
independent). Extra Credit: For each positive intelyeind a matrix withN rows and infinitely many columns so that
all entries are positive and any set/@fcolumns is linearly independent.

4.2. Solutions. #1. Prove that ifA’ has M rows and k columns, with M > k, then A’T' A’ is invertible. Note this

is the A’ from the text, and thus the k columns of A’ are linearly independent.

Solution: If z is any vector withk components, then” A’ A’z = || A’z||?, where||v|| denotes the length of a vector
v. ImagineA’” A’ is not invertible. Then the columns of this matrix are dependand there is some non-zero vector
v such thatd’” A’y is the zero vector. Thus’ A’7 A’v = 0, or||A’v||* = 0. The only way the length of the vectdr'v
can be zero is ifd’v is zero. What does it mean fef'v to be zero? Ifv is not the zero vector, it means the columns
of A" are linearly dependent. As we know these columns are lipeapendent, we must havethe zero vector. This
contradicts our assumption thats not the zero vector, completing the proof.

#2. For fixed M, find some lower bounds for the size og,ﬁil (],f) If M = N = 1000 (which can easily happen
for real world problems), how many basic feasible solutiongould there be? There are less than0°° sub-atomic
objects in the universal (quarks, photons, et cetera). Assne each such object is a supercomputer capable of
checking10?° basic solutions a second (this is much faster than current tihnology!). How many years would be
required to check all the basic solutions?

Solution: The binomial coefficients are increasing to the middle, thecreasing. If\/ < N/2 a decent bound for the
sum is(ﬁ); if N/2 < M < N areasonable bound (g,%) though even better would Bg1 + 1)V,

A basic feasible solution is a feasible solution where tHaroos corresponding to the non-zero entries are linearly
independent. If we let be the number of such columns, we fihdk ¢ < 1000, and for each: the largest number of
basic feasible solutions would §&""°). We thus havé "% (*°°°). By the Binomial Theorem, this &9 — 1 (we
subtract 1 as we don’t have= 0), which is approximately.07151 - 103, Under our assumptions, we can check
10110 possibilities a second, which means we need abdl 51 - 10'°! seconds. As there are abdus2016 - 108
seconds in a year, we would need approximasgely651 - 10'82 years, far longer than the 15 billion or so years we
believe the universe has existed.

#3: Imagine you want to transmit the shape of the plotf(z) = sin(z*) on the interval [-3,3]. You have the ability
to sample the value of this function for 360 different choice of 2. Plot it if you sample uniformly. Is this the best
way to sample? How should you sample / choose where to sample?
Solution: If we want to transmit a function such géx) = 32° — 223 + 42 + 8z + 1 for —3 < z < 3, we could just
send the coefficients 1, 8, 4, -2, 0, 3 and then the receivéd easily reconstruct the function. In streaming inforroati
we can represent the intensities of the pixel colors (regkigand blue) as functions; unfortunately we typically db no
have such simple expressions. While we cannot send a fewfhitformation and uniquely identify the function, what
we can do is send its values at a representative set of painish allows the receiver to approximately recover it.

In general one would do a Fourier analysis of the signal apdued in terms of sines and cosines (or perhaps better
use wavelets). Here we’ll confine ourselves to discussingtoachoose points to sample plotting a function. First we
give the code and then a plot (Figlile 5) of the function.
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0.5

FIGURE 6. Plot ofsin(x?).

Plot[Sin[x"3], {x, -3, 3}]
If we sample uniformly from-3 to 3 say 361 times we get:

uniformist = {};
For[n = -180, n <= 180, n++,

uni formist = AppendTo[uniformist, {n/60, Sin[(n/60)"3]}1];
Li stPlot[uniformist]

Notice this fails to capture all of the shape (see Fidilire e feason is that we're being wasteful. We only have
so many observations to make, and we're wasting a lot of tlreanregion where the function doesn’t change much.
Instead we should sample more towards the endpoints anihl#sscenter.

biaslist = {};
For[n = -180, n <= 180, n++,
{
(*x = Sign[n] (3Abs[n]/30)"(1/2) ;=)
If[Abs[n] > 10, x = Sign[n] (1 + 2 Sqrt[(Abs[n] - 10)/170]),
x = n/10];
(*x = Sign[n] (n"2/50"2) | 3 ;%)
bi asli st = AppendTo[ biaslist, {x, Sin[x"3]}];
H
Li st Pl ot [ bi asli st]
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FIGURE 7. Plot ofsin(x?).

The dynamic sampling (Figufé 7 does a much better job. Whadidi@bove is not the best, but was easily pro-
grammed. We sampled uniformly from -1 to 1, and took 21 vathese. In the other regions, we letrun from -180
to -10 and then 10 to 180 and spread the points out a bit wili@hregion. For example, for positive we chose;,,
to bel + 2,/(n — 10)/170; note this gives us values running from 1 to 3 buttheoordinates are not spaced equally.
This is called dynamic sampling, and is extremely import&dhen it is expensive to gather data, you want to gather
the right data. If the function is approximately constastpar function is from -1 to 1 (or at least from -1/2 to 1/2)sit i
wasteful to be frequently sampling there. As we can only daragixed number of times, it is better to sample where
the function is wildly fluctuating.

Some students noticed that if the second derivative is ¢tosero we don’t need to sample as much, as that requires
the first derivative is approximately constant and thus weelaalinear growth. Depending on how much one is willing
to consider, one can choose points better and better.

#4: We say ax is an ordered feasible solution if its non-negative entriegare ordered from smallest to largest;
thus (1,0,0,4,3,0,0,5,8)is not ordered (as 4 is less tharby (1,0,0,3,3,0,0,5,8) is. Prove or disprove: if a canorat
linear programming problem has a feasible solution then it las an ordered feasible solution.

Solution: Unfortunately, the concept of an ordered feasible solutidrich | made up for this homework) is not useful.
ImageA = I, the identity matrix. Leb be a vector whose entries are positive an in decreasing.driden there are no
ordered feasible solutions, even though we always havesibieasolution (just take = b). For definiteness, consider
A = I3, the3 x 3 identity matrix, and leb = (3,2, 1)” (’m using the transpose symbol so as to wtitas a row and
not a column vector). So we can have feasible solutions asid fimasible solutions here, but we won't have an ordered
feasible solution.

#5: Give an example of al x 4 matrix such that each entry is positive and all four columns ae linearly indepen-
dent; if you cannot find such a matrix prove that one exists.

Solution: If we start off with the identity matrix the columns are limgaindependent, but the entries are not positive.
The idea is if we add a very smallwe’ll be fine. I'll leave that as an exercise for you to playlwitnstead, let’s look
at a new approach. If the matrix has a non-zero determinanintertible, so consider

A:

A brute force calculation shows the determinantis+ 8M — 6M? 4+ M*, and so if we také/ large we'll be fine.

Of course, we don't need to calculate the determinant exalttiagine anV x N matrix where all entries are 1,
save for the main diagonal where all entries &fe When we expand the determinant we haleterms. Though this
can’t happen, the worse possible case (to make the deternh@rsamall as possible) is one only one term is positive
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(the product of theV values on the main diagonal, and thus contributlid’), and all other cases come in negative
(which can’t happen as only half of the terms are negativeéndeterminant expansion!) and each has- 1 factors
of M (again, can’t happen).

Thus the determinams at |least

MY — (N'—=1)MN=t > MN(M — N! +1);

thus if M > N! the determinant is positive, and we've found a matrix withn@in-negative entries with columns
linearly independent.

#6: Redo the previous problem but for an arbitrary N (thus find an N x N matrix where all entries are positive
and the N columns are linearly independent). Extra Credit: For each psitive integer N find a matrix with N
rows and infinitely many columns so that all entries are posite and any set ofV columns is linearly independent.
Solution: See the previous problem for a solution.

4.3. Next HW: HW #6: Due Oct 17, 2016. #1: Formulate Sudoku as a lirer programming problem (you can do
either 4 x 4 or 9 x 9 Sudoku). #2: Consider the3 x 3 constraint matrix A where the firstrowis 1, 2, 3, the second
row is 4, 5, 6 and the third row 7, 8, 9 (thus it's the numbers 1 tough 32). Let the vector b equal(1,1,1)7.
Find all basic feasible solutions toAxz = b with x > 0. #3: Let’s revisit the chess problem from class. Consider
an n x n chess board. We want to put dowm queens and maximize the number of pawns that can be safely
placed on the board. Set this up as a linear programming prot#m. #4: Do Exercise 6.6.30. #5: Hand in a short
write-up saying who is in your group and what you will be studying / doing. Give a brief outline of what you
think you'll need to learn, what data you think you’ll need to gather, what you've done so far .... Describe why
you feel your group has the necessary skill sets to completkd task, or if not what your plan is to remedy that.
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5. HW #6: DUE FRIDAY, OCTOBER17, 2016

#1: Formulate Sudoku as a linear programming problem (you ca do either4 x 4 or 9 x 9 Sudoku). #2: Consider
the 3 x 3 constraint matrix A where the first row is 1, 2, 3, the second row is 4, 5, 6 and the ttd row 7, 8, 9
(thus it's the numbers 1 through 3%). Let the vector b equal(1,1,1)”. Find all basic feasible solutions tadz = b
with = > 0. #3: Let's revisit the chess problem from class. Consider am x n chess board. We want to put
down n queens and maximize the number of pawns that can be safely glad on the board. Set this up as a linear
programming problem. #4: Do Exercise 6.6.30. #5: Hand in a sbrt write-up saying who is in your group and
what you will be studying / doing. Give a brief outline of whatyou think you'll need to learn, what data you
think you'll need to gather, what you've done so far .... Destbe why you feel your group has the necessary skill
sets to complete the task, or if not what your plan is to remedyhat.

#1: Formulate Sudoku as a linear programming problem (you ca do either 4x4 or 9x9 Sudoku).
Solution: Let z;;4 be the binary variable which is 1 if the cell in ravand columry is d, and zero otherwise. Letbe
either 4 or 9. Then the constraints are

e Forallj € {1,...,n}andforalld € {1,...,n}: YI' | x;; = 1. This means each column has each digit
exactly once.

e Foralli e {1,...,n}andforalld € {1,...,n}: 337, ;¢ = 1. This means each row has each digit exactly
once.

o LetF ={(1,1),(1,2),...,(v/n,v/n)}, andlet(a, b) + F be the set of all pairs of the for(a + z,b + y) for
some(z,y) € F. ThenForalk,b € {0,1,...,/n—1}andalld € {1,...,n} wehaved; i,y 7 Tija =
1. This means that in eaglfn x \/n box we have each digit.
We need an objective function. As all we care is for a feas#ioleition, we can take as our objective function

25 2j 2oa Tijd-

Finélly, often Sudokus have certain cells given to us; in tiase, we simply add these as constraints: ig the set
of indices where we are given values, anglis the given value, then for a(t, j) € S we haver;;q = 1if d — v;; and
0 otherwise.

There are other ways to try and solve this. We could insteag Je= {1, 2, 3,4} and try to make that work. | know
one group tried the constraint that each column, each roweanld of the four blocks of four had to sum to 10, trying
to use the only way to get 10 from these numbeis+is2 + 3 + 4. Unfortunately2 + 3 + 2 + 3 also works, but leads
to an invalid Sudoku:

W N W N
N W N W
W N W N
N W N W

#2: Consider the3 x 3 constraint matrix A where the first row is 1, 2, 3, the second row is 4, 5, 6 and the ttal
row 7, 8, 9 (thus it's the numbers 1 through3?). Let the vector b equal(1, 1, 1)”. Find all basic feasible solutions
to Az = bwith z > 0.
Solution: We give a one-line solution at the end; as a large part of hanieis to learn the methods and techniques, it
is good to see the straightforward approach.

The matrixA is not invertible (then x n matrix with entries going from 1 ta? is invertible only whem < 2);
one way to see this is to note that the first plus third coluntesta@ice the second. Note that any pair of columns
are linearly independent, and any column is linearly indeleat. Thus there are 6 sub-matrices that generate basic
feasible solutions, and each generates a unique candaatédasic feasible solution. 4’ is the reduced matrix, then
the candidate for the basic feasible solution is found byisglA’z’ = b. We multiply by A’” on the left sinced’” A’
is invertible. This givesA’T A’x’ = A'Tb, or 2’ = (A'T A")~t AT'b. This gives us the non-zero entries of the candidate
for the basic feasible solution; we finish by adding the zeroies.

e Using the first column(l, 4, 7), we get a non-zero element®f11 and thus the candidate for the basic feasible
solution is(2/11,0,0).

e Using the second columif2, 5,8), we get a non-zero element 8f31 and thus the candidate for the basic
feasible solution i0, 5/31, 0).



20 STEVEN J. MILLER (SIM1@WILLIAMS.EDU, STEVEN.MILLER.M®6@AYA.YALE.EDU): MATH 377, FALL 2016

e Using the third column(3, 6,9), we get a non-zero element bf7 and thus the candidate for the basic feasible
solution is(0,0,1/7).

e Using the first two columns we get non-zero elemérts, 1), and thus the candidate for the basic feasible
solutionis(—1,1,0).

e Using the first and third columns we get non-zero eleménts/2, 1/2), and thus the candidate for the basic
feasible solutionig—1/2,0,1/2).

e Using the second and third columns we get non-zero elenfentsl), and thus the candidate for the basic
feasible solution i$0, —1,1).

Note we can check to make sure these are feasible solutiohenWe check, however, the first three falil to
satisfy Az = b, though the last three do. What went wrong? The problem tstisanot a linear combination of fewer
than 2 columns ofd, and when we try to take just one column it breaks down. Thigilsin't be surprising. In that
caseA’” Ais al x 1 matrix andb is not in the column space of . While the last three solve the constraints, they are
not basic feasible solutions as each has a negative entug, Tirere ar@o basic feasible solutions.

One can do these calculations in a system such as Matheintticagh you have to be careful with the syntax.
Here’s the code for it.

A= {{1, 2, 3}, {4, 5, 6}, {7, 8, 9}};
Transpose[ Al ;

b = Transpose[{{1, 1, 1}}];

A b

Ap = Transpose[{{1, 4, 7}, {2, 5, 8}}];
Transpose[ Ap] . Ap

I nver se[ Transpose[ Ap] . Ap]

I nverse[ Transpose[ Ap] . Ap]. (Transpose[Ap] . b)

Now, for the promised one-line solution. Imagine there is a basic feasible solution. Then we héwe= b with the
entries ofr non-negative and each entrytois 1. Notice that the second row dfdominates the first row (each matrix
element in the second row is larger than the corresponditng enthe first row), yet the constraints want the resulting
dot products to be equal. In other words,+ 2z + 3x3 = 1 and4x; + 5xs + 623 = 1. This is impossible, as the
second constraint can be written as

(Il + 279 + 3173) + 3(171 +x2 + IB) =1

aswzy + 2x2 + 3x3 = 1 this implies3(z1 + z2 + 3) = 0, which implies each:; = 0 (as they must be non-negative for
a feasible solution), clearly violating the weighted surnating 1.

#3: Let's revisit the chess problem from class. Consider an x n chess board. We want to put dowm queens
and maximize the number of pawns that can be safely placed omé board. Set this up as a linear programming
problem.

Solution: Letz;; = 1 if we have a queen on the board in rewnd columry, and zero otherwise. Our first constraint

is
ZZSEZ‘J' = n.
i=1 j=1
This constraint says we place exactlygueens on the board. In fact, this is the only ‘real’ constraihe other
constraints come from helping to write the objective fuoicti
For each points, j) on the chessboard, let; ; denote the squares that a queen placedd, gy can attack (plus the
square(i, 7)). For example, if(4, j) = (1,1) thenA; ; is the first row, the first column, and the diagonal of all pairs
(d,d). We're going to introduce some new binary variabjgs We should think of these as being 1 if we can place a
pawn safely afi, j) and zero otherwise. Consider the constraints for all gairg such that thereisa queen at (4, j)

we have
> vy =0
(1,7)EA;
This means we cannot place a pawn in the kill zone caused bgenai(i, j); the difficulty, though, is we don’t know
where the queens are. One solution is to multiply this cairstbyz;; on the left, so it only comes into play if there is
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X | X|X
X | X[ X]|X
X | X|X
X X
TABLE 1. The 12 squares that attack (2,3) ofa 4 board.

a queen afi, j). In other words, consider
Tij Z yij = 0;
(1,5)€Ai;
if z;; = 0 (so no queen &t, j)) then they;;'s are free; if there is a queen there then eagh= 0 (i.e., cannot place a

pawn there). Unfortunately, this is not linear. If it wereg'd/be done, and we’d try to maximize the sum of thes,
as that would give us the most pawns placeable; technieadlyyeed a minimization problem, so we minimize

>
i,5=1
This would give us @uadratic programming problem; the constraints are quadratic inggaalthough the objective
function is still linear. It is possible to do this problenovever, with linear constraints.
Let Q;; be the set of all pairs on the x n chessboard that can attack squétg) and the squarédi, j) as well.
We're using a scripf) to emphasize that these are the places to put a queen toatintie possibility of a pawn being
safely placed ati, j). For example, if» = 4 then

Qs = {(2,1),(2,2),(2,3),(2,4),(1,3),(3,3),(4,3),(1,2), (3,4), (1,4), (3,2), (4, 1)}
(see Tablgll for a visualization).

Our objective function is the same as before:

n
-3
1,j=1
We want this to be as small as possible, which means we wasttheof they;;’s to be as large as possible. In other
words, we want to have as many squares as possible not utalek by queens.
As we are placing: queens on the board, at mestiueens can make the squéaigj) unsafe for a pawn. Consider
the constraint: for al(i, j) € {1,...,n}? we have

(1 —yi) > > @iy

(i,5")€Qij
What does this do?

e If there are no queens on the board attacking the squajithen the right hand side is zero and there is no
effect ony;;, as the left hand side is always non-negative. We thus hawglete freedom in choosing; in
this case. As we are trying to minimize the negative of the etithey; ;s (or, equivalently, maximize the sum
of they;;’s), we the program will takg,; = 1 and place a pawn safely there.

e What if there is at least one queen attacking the sqUaig? Then the sum on the right hand side is positive.
Further,it is at most n as there are onlyn queens If y;; = 1 then the left hand side i which is smaller
thann and contradicts the inequality! Thus we cannot take= 1, and this case forceg; to be zero. This is
exactly what we want, as it now tells us we cannot have a pafetysalaced afi, j).

As we took a long path to the answer, it's worth writing dowa ttonstraints cleanly:

e ParametersQ;;: all the pairg(i, j) on ann x n chessboard that can attacked a pawn locatéd &, including
(i, 7); equivalently, these are all the squares where a queendaheee would attack a pawn @t j).

e Variables:z;; = 1 if a queen is ati, j) and O otherwisey;; € {0, 1} (constraints chosen later will forgg;
to be 0 if the location of the queens prevents a pawn from balenced safely ati, j)).

e Constraint: Location of Queen$Z” | 37 z;; = n. This forces exactly. queens to be placed on the< n
board.
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e Constraint: Location of Pawngn(1 — y;;) > Z(i’,j/)eQij x5 \We may rewrite this in more standard form
as
2nyij + Z Tijr < 2n.
(i',5")€Qij
If a queen is placed and attaclks;) theny;; must be zero (as otherwise the left hand side exceeds the righ
hand side). If no queen is placed that attacks sqUayé theny;; is free.
e Objective function: Minimize- >, 2?21 ¥i;. This is the negative of the number of pawns that may safely
be placed on the board.

Note that our choice of objective function will make us ggtto 1 whenever possible. If we wanted to truly make
y;; indicate whether or not a pavisisafely placed ati, j), all we need to do iforce ourselves to place a pawn(t j)
if possible. We can do this by adding the constraint: fofalj):

(4,5)€Qij
Why does this work? If there are no queens placed that atitagktheny;; is free. If, however, at least one queen is

there then we must havg; = 1 as otherwise the inequality fails (note the sum is at mosto takingy;; = 1 will
ensure it is satisfied).

#4: Exercise 6.6.30Consider the following Linear Programming problem:> 0,

T
1 4 5 8 1 To 311
2 2 3 80 T3 = 389 |, (5.1)
3216 0 T4 989
Ts5
and we want to minimize
5171 + 8172 + 9173 —|— 2564 —|— 11565 (52)

Find (or prove one does not exist) an optimal solution.
Solution: There are several ways to go. We give a one-line solution flenTA at the end; as a large part of homework
is to learn the methods and techniques, it is good to seertugtstforward approach.

We have 5 columns, and a basic optimal solution (if it existsjst come from a basic feasible solution. There
are (‘3’) = 10 ways to choose 3 columns from 5 to find a basic feasible solutimd the basic feasible solution
must have exactly 3 non-zero entries. We could look at alheé candidates and see which, if any, is the optimal
solution. We know that our objective function will achiever@aximum and minimum on any compact subset of
{(x;)5_, | 0 < x; < 989} using standard results from analysis (a continuous funatio a compact set attains its
maximum and minimum). But are any solutions in such subsetsilfle?

We need to find a basic feasible solution. If we try the firseéhcolumns ofd, we getA’z = b. As Ais a3 x 3
matrix with linearly independent columns it is invertibdd we get: = A’~'b. UnfortunatelyAd’~'b has a negative
entry, and thus cannot be a basic feasible solution. Remremaibbenethod only generateandidates for basic feasible
solutions; it cannot ensure that thane basic feasible.

Undaunted, we continue. We find that there are no basic fleasiutions — all of the candidates have a negative
entry, and thus there are no solutions. Here is code to gernbmmatrices:

B={{1, 4, 5}, {2, 2, 3}, {3, 2, 1}};
B={{1, 4, 8}, {2, 2, 8}, {3, 2, 6}};
B ={{1, 4, 1}, {2, 2, 0}, {3, 2, 0}};
B={{1, 5 8}, {2, 3, 8}, {3, 1, 6}};
B={{1, 5 1}, {1, 3, 0}, {3, 1, 0}};
B={{1, 8 1}, {2, 8 0}, {3, 6, 0}};
B={{4, 5 8}, {2, 3, 8, {2, 1, 7}};
B ={{4, 5 1}, {2, 3, 0}, {2, 1, 0}};
B={{4, 8 1}, {2, 8, 0}, {2, 6, 0}};
B={{5 8 1}, {3, 8 0}, {1, 6, 0}};
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FIGURE 8. Plot of the three inequalities. The valid points bekow the first and third lines (gold
and blue) andbove the middle (purple) line.

Here is code to check one of the cases:

B ={{4, 8 1}, {2, 8, 0}, {2, 6, 0}};

Print["Qur pruned matrix is ", MatrixForn{B]];

b = Transpose[{{311, 389, 989}}];

Mat ri xFor ni b] ;

basi csoln = I nverse[B]. b;

Print["Candidate for basic feasible is ", MatrixFornbasicsoln]];

We can try and solve this directly:

Clear[x1]; Cear[x2]; Cear[x3]; Cear[x4]; Cear[x5];
Solve[x1l + 4 x2 + 5 x3 + 8 x4 + x5 == 311 &&

2 x1 +2 x2 + 3 x3 + 8 x4 == 389

&% 3 x1 + 2 x2 + x3 + 6 x4 == 989, {x1, x2, x3, x4, x5}]

The outputisel, 22 free and

{{x3 -> -(2789/5) + (6 x1)/5 + (2 x2)/5,
x4 -> 1289/5 - (7 x1)/10 - (2 x2)/5,
x5 -> 5188/5 - (7 x1)/5 - (14 x2)/5}}

If we plot the three lines that arise from forcing, x4 andx; to be non-negative, we see that there is no solution to
these inequalities that has all five variables positive. Mlathematica code is

Plot[{-x1 + 5188/14, (-7/4) x1 + 1289/2, -3 x1 + 2789/3}, {x1,0, 400}]
and we give the plot in Figuid 8.

Now, the one-line solution. These numbers were not randomly chosen (though | forgot wiiigadly looking at this
problem). | wanted something without any feasible soludidfi (z1, z2, x5, 24, 25) > (0,0,0,0,0) then there cannot
be a solution tadz = b. To see this, note that the sum of the entries injfAeolumn in the first and second rows
exceeds the value in th& column in the third rowbut the sum of the first two entries éfis less than the third. There
cannot be a solution. More mathematically, adding the fivet¢onstraints gives

3x1 + 622 4+ 8x3 + 1624 + x5 = 700,
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while the third row is
3x1 + 229 + x3 + 624 = 989.
Subtracting yields
4o + Trs + 104 + x5 = —289,
which is impossible as all the; are supposed to be non-negative.

Remark: This (and the earlier problem with ti3ex 3 matrix) indicate the value of really looking at a problem and
its algebra first before ploughing away. Often we can makdiees much easier by studying the problem, looking at
symmetries, finding something to exploit. \en plug away, but we can save time. | consider Henry David Thorea
the patron saint of mathematics for his sage advicgi afpl i fy, si npli fy. (Of course, this should be simplified
to Simplify, but I'll grant him this as he has a point to make.) Look foriegs first before doing calculations; this is in
line with the spirit of duality and the savings availablerthe

5.1. Next Assignment: HW #7: Due Monday, October 31, 2016Due Monday October 31: Problem #1: Exercise
8.7.18. Frequently in problems we desire two distinct tsptay pointgay, ..., a;) # (a1,...,q). Find away to
incorporate such a condition within the confines of integegdr programming. Problem #2: Medical Residencies:
Imagine there aré” people who have just graduated from medical school Anldospitals. We are trying to match
medical students with hospitals. Each student ranks thpitats and each hospital ranks the students. Formulate
this assignment problem as a linear programming problera;gay need to make some assumptions to finish the
modeling. There are a lot of ways to do this; what do you wamh&ximize? Does a feasible solution always exist,
and if so when? Does the existence of a feasible solutionrdkpe the function you want to optimize? Problem #3:
Exercise 9.3.5. Modify the decomposition problem so thawite S as a sum of non-negative summands, but now we
want to maximize the product of the squares of the summarius; iwthe answer? #4: Exercise 9.3.13. Generalize the
knapsack problem so that in addition to needing the totad/latebd be below a critical threshold, there is also a volume
constraint. Set this up as a linear programming problem.\#&te down linear constraints for the eveAtor B or

C must happen. #6: Consider anx n x n chesscube. Write down a linear programming problem to figutéhow
many hyperpawns can safely be placed given thayperqueens are placed in the chesscube. Note the hypasjuee
can attack diagonally, horizontally, vertically, and fa@na-backly.
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6. HW #7: DUE MONDAY, OCTOBER31, 2016

6.1. Assignment. Due Monday October 31: Problem #1: Exercise 8.7.18. Frefjuenproblems we desire two
distinct tuples, say pointsii, . ..,ax) # (a1,...,a). Find a way to incorporate such a condition within the corgfine
of integer linear programming. Problem #2: Medical Resaiest Imagine there arB people who have just graduated
from medical school andl hospitals. We are trying to match medical students with halsp Each student ranks the
hospitals and each hospital ranks the students. Formulistagsignment problem as a linear programming problem;
you may need to make some assumptions to finish the modelivegeare a lot of ways to do this; what do you want to
maximize? Does a feasible solution always exist, and if sen#hDoes the existence of a feasible solution depend on
the function you want to optimize? Problem #3: Exercise®.Blodify the decomposition problem so that we write S
as a sum of non-negative summands, but now we want to maxthrezeroduct of the squares of the summands; what
is the answer? #4: Exercise 9.3.13. Generalize the knapsablem so that in addition to needing the total weight to
be below a critical threshold, there is also a volume comgtr8et this up as a linear programming problem. #5: Write
down linear constraints for the eveAtor B or C' must happen. #6: Consider anx n x n chesscube. Write down

a linear programming problem to figure out how many hypergagan safely be placed given thahyperqueens are
placed in the chesscube. Note the hyperqueens can attaykndidy, horizontally, vertically, and forward-backly.

6.2. Solutions. #1: Problem #1: Exercise 8.7.18. Frequently in problems ®aard two distinct tuples, say points
(a1,...,axr) # (a1,...,a). Find away to incorporate such a condition within the cordfiointeger linear program-
ming.

Solution: There are many ways; here’s an easy way but a slow one. Foi @chan form random variables andy;
such that;; is 1 if a; — «; > 0 and 0 otherwise, whilg; is 1 if a; — a; > 0 and 0 otherwise. We then let = 1 if z;
andy; are both 1, and zero otherwise. Then lookrat- 1) — z1 + - - - + x,,; if the two points are equal the sum is -1,
otherwise it is non-negative. Thus if we ket= 1 if this sum is non-negative and 0 otherwisewill encode whether
or not the two points are distinct.

#2: Medical Residencies: Imagine there are P people whojbhatgraduated from medical school and H hospitals.
We are trying to match medical students with hospitals. Estadent ranks the hospitals and each hospital ranks
the students. Formulate this assignment problem as a lpregramming problem; you may need to make some
assumptions to finish the modeling. There are a lot of waystihid$; what do you want to maximize? Does a feasible
solution always exist, and if so when? Does the existencefeésible solution depend on the function you want to
optimize?

Solution: First, the existence of a feasible solution is independentloether or not an optimal solution exists. kg,
equal 1 if we assign studepto hospitalh, and O otherwise. What are the constraints?

¢ No student can be assigned to more than one hospital: foral{1,..., P} we haveZhH:1 xpn < 1. We
write less than or equal to and not equal to as perhaps sohergswill not be assigned to hospitals!.

e Perhaps each hospital has a certain number of studentsthesagid;. Then for allh € {1,..., H} we have
2521 xpn > d;. We might want equality here (no need to hire people you dweed, unless you want to keep
them in the labor pool and have them gain experience for)later

That's it! This is all we need to determine whether or not we aasign students to hospitals! The difficulty is in
choosing an objective function. What do we want to minimiZe8imple possibility is to have each student rank the
H hospitals and each hospital rank each student, giving a firévichoice, 2 for second and so on. We then want to
minimize the total score. Letting,;, be the rank persop attaches to working at hospital, andp,,, the rank hospital
h attaches to having persgn we need to minimize_ >, (rpn + ppr)zps. Notice that this assumes the students
and the hospitals are equally important; if not we can intaedweights (non-negative and summing to 1). In fact, we
can even go further and say some hospitals are more impdhn@mbthers, and perhaps some students are too (those
coming from a ‘good’ school). We reach

Z Z(wprph + WhPph ) Tph;
P h

while we need thev, andw, to be non-negative, it’s fine if they don’t sum to 1 (all thakdds rescale the objective
function).

There are other rankings we can use. Perhaps each persobOfep®ints and must assign them among the
hospitals. Or perhaps each person writes down how happytbeld be working at each hospital, with 100 high and



26 STEVEN J. MILLER (SIM1@WILLIAMS.EDU, STEVEN.MILLER.M®6@AYA.YALE.EDU): MATH 377, FALL 2016

0 low. There are lots of tweaks like this that we can do thak kékp the objective function linear. Note something
similar to thisisused in assigning doctors to residency programs.

Good podcast found by classmate:
http://freakonom cs. conf podcast/ make- me- a- mat ch- a- new f r eakononi cs- r adi o- epi sode/.

#3: Problem #3: Exercise 9.3.5. Modify the decompositiavbfgm so that we writ&' as a sum of non-negative
summands, but now we want to maximize the product of the sguzfrthe summands; what is the answer?
Solution: Maximizing a square is the same as maximizing the originkievéf it is non-negative, as is the case here).
Thus it is the same answer as before! To see this more forntlaélye are no new critical points as our expression is
never zero, and the answer is not on the boundary.

#4: Exercise 9.3.13. Generalize the knapsack problem santlaadition to needing the total weight to be below a
critical threshold, there is also a volume constraint. Bistip as a linear programming problem.
Solution: There are a lot of ways to do this. The simplestis to assuntalithat matters is the total volume; we cannot
shrink the volume of items as we place them, but we can squidhveist the pieces. If this is the case, all we need is
a constraint saying the sum of the volumes in the bag is at thedbtal volume of the bagyz1 + -+ - + vy, < v.
If we want a more complicated one, we would need to have vasdbr the location of each object and the orientation
as we place it, and make sure nothing overlaps.

#5: Write down linear constraints for the evehor B or C' must happen.
Solution: We start with decision variables,, 25, 2c Wherexg = 1 if event £ happens and 0 if everdf does not
occur. We have the inclusive or; thus our constraint is syjmpl + =5 + z¢ > 1. The only way this constraint fails is
if x4 =xp = xc =0, in other words, if none of the events happen.

#6: Consider am x n x n chesscube. Write down a linear programming problem to figutéow many hyperpawns

can safely be placed given thahyperqueens are placed in the chesscube. Note the hypasqpeeattack diagonally,
horizontally, vertically, and forward-backly.
Solution: We need to slightly generalize our arguments from the lasgament. Letr;;, = 1 if we place a queen
at (i, j, k) and O otherwise, and let;, = 1 if there is a pawn ati, j, k) and O otherwise. Le@; ;i be the set of all
locations that can attadk, j, k).

Ouir first constraint is o

>332 e =
i=1 j=1 k=1
this ensures we place exactlygueens on the board.
The second constraint is for the location of the pawnsiferi, j, k < n:

2n(1 — yiji) = S i
(i",5" k") €Qijk
If no queens attack, j, k) then the sum on the right is zero and there is no effeaj;an If however there is at least
one queen attacking the locatién j, k) then the only way the inequality is satisfied is to hgyg = 0 (note in this
case the sum on the right is non-zero, and is at m@st there are only queens on the board).
The objective function to minimize is- 371", 377, 37, yi;. This is the negative of the number of pawns that
may safely be placed on the board. Note now that icaeplace a pawn at, j, k) we will.

Homework for next week: Work on Project, work on Chapter, start letter of Rec.


http://freakonomics.com/podcast/make-me-a-match-a-new-freakonomics-radio-episode/
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7. HW #8: DUE MONDAY, NOVEMBER 14, 2016

7.1. Assignment. #1. In the plane we have' (©) = (3, —2), 7 = (1,5)and @ = (—7,1). Let 2 have cartesian
coordinatescy, c2) and barycentric coordinatésy, x1, 22 ). Write the cartesian coordinates in terms of the barycentri
coordinates, and vice versa. #2: Consider the map from theiucle (all points(z,y) : 22 + y? < 1 to itself given

by f(z,y) = ((y — 1/2)?/8, (x — 1/2)?/8). Does this map have any fixed points? Why or why not. If yes find o
approximate it. #3: Consider, = cos(n) (measured in radians). The Bolzano-Weierstrass Theorserttast has a
subsequence which converges to a poirjtii, 1]. Explicitly find such a subsequence. Is it easier, hardeh@same
to prove the analogous statement §gr= sin(n)? Do so. Hint: you may use propertiesmafsuch as its decimal or
continued fraction expansion. Also, if you have a homewasneption could be a good time to use it....

7.2. Solutions. Solution:#1: First remember the;’s are in[0,1] and sumto 1, s@y; = 1 — 27 — zy. We have a
system of equations and find

c1 - 3xg+ 1oy — Txo - 1029 +8x1 — 7
Co o —2x0 + bx1 + 1las o —3xg + 41 +1 ’
Thus we have two equations with two unknowns. As writters itéry easy to get the cartesian from the barycentric:

cp = 10xg+8x1 —7, ¢ = —3x9+4x1 + 1.

For the other direction, after some algebra we find

(5)m) - (a0
The matrix is invertible, and thus
(2) = (ot o ) (220) = Cannibas i )

Solution: #2: Yes, it has a fixed point. To see this note that it is a cowtirs map from the unit circle to itself (the
largest either component can beisl — 1/2)?/8 = 9/32, and(9/32)% + (9/32)? < 1). Thus the Brouwer fixed point
theorem applies, and a fixed point exists. To find the fixedtpwia must solve

= (y—1/2)%/8, y = (x—1/2)*/8.
Using Mathematica we find = y =  — 2v/5 ~ 0.027864. The code is
Sinplify[Solve[{x == (y - 1/2)72/8, vy == (x - 1/2)"2/8}, {x, y}]]

We could also find this directly. We hage = (y — 1/2)? and8y = (x — 1/2)?. While we could square both sides
or directly replace one variable with another, we can diyecy looking for a solution withe: = 3. That gives us

1
8r = (r—1/2)* or x2—9x+1 = 0;
this is a simple quadratic equation, and the root is the ceidigm 21/5. We could show this is the unique fixed point by
showing that the above is a contraction map — doing so wowdiply require some multivariable calculus and looking

at the gradient, or just directly showing that two distinetrigs are moved closer.

Solution: #3: The two problems are equally hard. A beautiful theoremidthlet (usually proved using the pigeon-
hole principle) states thatif is irrational then there are infinitely many relatively pam,, ¢,, such thata — p,, /¢, | <
C/q2 for afixedC > 0 andg,, < g,+1. (Itis a nice exercise to prove this. Interestingly, the bemwhich requires the
largestC' is the golden mean!) As is irrational, we find a sequenéde,,, ¢, } as above. Thu,m — p,| < C/gn, SO
for eachn we may finde,, at most 1 in absolute value such that= ¢, 7 + ¢,C/q,. Thus

sin(pp) = sin(gnm + €,C/qn) = sin(e,C/qn);

assin(z) = z — 23/3! + ---, we see the above sine tends to zero. If we wanted to work waigine we could
approximater /2.

Note this problem requires a lot of input. We need Diricldétieorem, which can be proved elementarily, but we
also needr is irrational. For fun, let’s prove a bit more. Fix a largg€how largen must be will be determined later).
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Let f(z) = £-2"  Showf attains its maximum at = 3. forz € (0,1),0 < f(z) < -, and all the derivatives of

n!

f evaluated ab or 1 are integers. Assume’ is rational; thus we may write? = 7 for integersa, b. Consider
G(z) = b" > (=1)FfE) (z)mn =2k, (7.1)
k=0
ShowG(0) andG(1) are integers and
A
dx
Deduce a contradiction (to the rationalityof) by showing that

[G'(z) sin(rx) — 7G(x) cos(mx)] = w2a™f(z)sin(mz). (7.2)

71'/0 a" f(z)sin(rz)dz = G(0) + G(1), (7.3)

which cannot hold for. sufficiently large. The contradiction is the usual one, nigrttee integral on the left is iff0, 1)
and the right hand side is an integer. Thiiss irrational (and hence so toos).

f[n_] := Nunerator[FronContinuedFraction[ContinuedFraction[Pi, n]]]

gln_] :=121.0 Sin[f[n]]

For[n = 1, n <= 10, n++,

Print["n=", n ", xn=", f[n], " and sin(x_n) =", g[n]l];
n=1 xn-= 3 and sin(x_n) = 0.14112
n=2xn-= 22 and sin(x_n) = -0.00885131
n=3 Xx.n-= 333 and sin(x_n) = -0.00882117
n=4 xn-= 355 and sin(x_n) = -0.0000301444
n =5 x_n= 103993 and sin(x_n) = -0.0000191293
n =6, x_n = 104348 and sin(x_n) = -0.000011015
n =7, X n= 208341 and sin(x_n) = 8.11432+x10"-6
n =8 x_n= 312689 and sin(x_n) = 2.9007+«10"-6
n=9 x.n= 833719 and sin(x_n) = 2.31292x10"-6
n =10, x_n = 1146408 and sin(x_n) = -5.8778«10"-7

Why do we care about the irrationality @f? Another beautiful result is Euler’s solution to the Baselgem:

1 2

n2 6

NE

n=1
However, by the Fundamental Theorem of Arithmetic we haeegtler product representation of the zeta function: if
the real part of is greater than 1, then

00 —1
1 1
== I (-5)
n " p
n=1 p prime
Takings = 2 yields
2 1\ ! P>
6 H <1_1¥> - H p?—1
p prime p prime
If there were only finitely many primes than the product isoradl, but we just showed? is irrational; thus we have
just shown the irrationality of2 implies the infinitude of primes! (Yes, this is the dangeenefit, of having a number
theorist teach operations research!)

7.3. Homework Due Monday November 21, 2016 Read: Chapter 1®it t p: / / www. nmaa. or g/ si t es/ def aul t/
files/pdf/upload_library/22/ Hasse/ 00029890. di 011943. 01p0581t . pdf

Homework: Hand in first draft of letter of recommendationntian outline of project, hand in outline of chapter
work.


http://www.maa.org/sites/default/files/pdf/upload_library/22/Hasse/00029890.di011943.01p0581t.pdf
http://www.maa.org/sites/default/files/pdf/upload_library/22/Hasse/00029890.di011943.01p0581t.pdf
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