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Lecture 32: December 2, 2020 

Gauss Circle Problem II

https://web.williams.edu/Mathematics/sjmiller/public_html/408Fa20/


https://mathworld.wolfram.com/GausssCircleProblem.html

https://mathworld.wolfram.com/GausssCircleProblem.html


Gauss Circle Problem:
How many lattice points (standard lattice) inside the circle of radius r centered 
at the origin? What are the issues with counting?

One issue are points on the boundary – how many can there be?

Homework: Prove or disprove: There is a positive 𝜶 such that infinitely often 
there are order 𝒓𝜶 𝐩𝐨𝐢𝐧𝐭𝐬 𝐨𝐧 𝐚 𝐜𝐢𝐫𝐜𝐥𝐞 𝐨𝐟 𝐫𝐚𝐝𝐢𝐮𝐬 𝒓.

https://archive.lib.msu.edu/crcmath/math/math/c/c314.htm

https://archive.lib.msu.edu/crcmath/math/math/c/c314.htm


Homework: 

Prove or disprove: 

There is a positive 𝜶 such that infinitely often 
there are order 𝒓𝜶 points on a circle of radius 𝒓 .

The log-log plot on the left suggests 1/4 should 
be safe as an exponent. Can you prove that? Or 
more?

https://math.hmc.edu/funfacts/sums-of-two-
squares-ways/

https://math.hmc.edu/funfacts/sums-of-two-squares-ways/


Gauss Circle 
Problem:
What do you think the main term is? 

How many lattice points (standard lattice) 
inside the circle of radius r centered at the 
origin?

https://link.springer.com/chapter/10.1007/978-3-030-02604-2_9

https://link.springer.com/chapter/10.1007/978-3-030-02604-2_9


THEMES FOR THE DAY

• Exploit radial symmetry.

• Interplay of geometry and analysis.

• Multiple representations for same quantity.

• Smooth counting vs discrete counting.

• Poisson Summation is great – often just one term matters on one side.

• Integral representations.













HOMEWORK: DOWNLOAD THIS BOOK: 
http://fisica.ciens.ucv.ve/~svincenz/TISPISGIMR.pdf

http://fisica.ciens.ucv.ve/~svincenz/TISPISGIMR.pdf


HOMEWORK: DOWNLOAD THIS BOOK: http://people.math.sfu.ca/~cbm/aands/

http://people.math.sfu.ca/~cbm/aands/


Eigenvalue Trace Lemma:
Trace of a matrix A, Tr(A), is the sum of the diagonal entries.

Eigenvalue: λ is an eigenvalue of A if there is a non-zero v such that Av = λv.

Eigenvalue Trace Lemma: The trace of A is the sum of the eigenvalues of A (counted with multiplicity).

Proof?



Eigenvalue Trace Lemma:
Trace of a matrix A, Tr(A), is the sum of the diagonal entries.

Eigenvalue: λ is an eigenvalue of A if there is a non-zero v such that Av = λv.

Eigenvalue Trace Lemma: The trace of A is the sum of the eigenvalues of A (counted with multiplicity).

Proof: 
• Trivial if A is diagonal.

• Trivial if A is upper-triangular.

• Prove any A can be brought into upper-triangular form by conjugation: U = S A S-1.

• Prove that Tr(S A S-1) = Tr(A) and the eigenvalues of A are the same as those of = S A S-1.
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Want critical point of f(x) = 𝑥𝑛 𝑒−𝑥, is x=n.

Can rewrite: x = nu, then 𝑛! = 𝑛𝑛+1 0
∞
𝑢𝑛 𝑒−𝑛𝑢 𝑑𝑢,

now integrand is largest at u=1. Approximate in 
interval of width 2/n centered at 1. 



Can rewrite: x = nu, then 𝑛! = 𝑛𝑛+1 0
∞
𝑢𝑛 𝑒−𝑛𝑢 𝑑𝑢,

now integrand is largest at u=1. Approximate in interval 
of width 2/n centered at 1. 

Note 1 −
1

𝑛

𝑛
goes to 1/e (with a + goes to e).

Further 𝑒
−𝑛 1 −

1

𝑛 is 𝑒 𝑒−𝑛 (with a + goes to 𝑒−𝑛/𝑒).
In this range of length 2/n integrand looks like 𝑒−𝑛.

Gives approximately 𝑛𝑛+1 𝑒−𝑛
2

𝑛
= 𝑛𝑛𝑒−𝑛 2.

Can you do better? Can you prove this is a lower bound?



For class on Friday:

Asynchronous. 
Watch this video from Complex Analysis:
https://www.youtube.com/watch?v=AycMlf4Mbyo&feature=youtu.be

https://www.youtube.com/watch?v=AycMlf4Mbyo&feature=youtu.be



