CONNECTIONS OF CLASS NUMBERS TO THE GROUP STRUCTURE OF GENERALIZED PYTHAGOREAN TRIPLES
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ABSTRACT. Two well-studied Diophantine equations are those of Pythagorean triples and elliptic curves; for the first we have a parametrization through rational points on the unit circle, and for the second we have a structure theorem for the group of rational solutions. Recently Yekutieli discussed a connection between these two problems, and described the group structure of Pythagorean triples and the number of triples for a given hypotenuse. We generalize these methods and results to Pell’s equation. We find a similar group structure and count on the number of solutions for a given $z$ to $x^2 + Dy^2 = z^2$ when $D$ is 1 or 2 modulo 4 and the class group of $\mathbb{Q}[\sqrt{-D}]$ is a free $\mathbb{Z}_2$ module, which always happens if the class number is at most 2. We give examples of when the results hold for a class number greater than 2, as well as an example with different behavior when the class group does not have this structure.
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1. INTRODUCTION

1.1. Background. A Diophantine equation is a polynomial of finite degree with integer coefficients, where we often are interested in the integer or rational solutions. These problems have fascinated mathematicians for millenia. Perhaps the most famous equation and solutions are the Pythagorean triples, triples of integers \((a, b, c)\) that satisfy
\[
f(x, y, z) = x^2 + y^2 - z^2 = 0. \quad (1.1)
\]
These triples can be represented in multiple forms, and a particularly useful one is to convert to points on the unit circle: \((a/c, b/c)\).

In studying Diophantine equations, there are several natural questions.

- Are there any solutions? Answering this is often non-trivial, as the analysis of Fermat’s Last Theorem showed: If \(x, y, z\) are positive integers then there are no solutions to \(x^n + y^n = z^n\) if \(n\) is an integer at least three; see [TW, Wi]. Related problems, such as the Beal conjecture \((x^a + y^b = z^c\) with certain constraints) are still open.

- If there are solutions, are there finitely many or infinitely many? For example, Mihăilescu [Met, Mih1, Mih2] proved Catalan’s Conjecture: the only two consecutive positive powers are 8 and 9; explicitly, if \(x, y > 0\) and \(a, b > 1\) then the only integer solution to \(x^a - y^b = 1\) is \(3^2 - 2^3 = 1\).

- If there are infinitely many solutions, is it possible to parameterize them, and if so is there a structure on the set of solutions?

The answers to these questions are well-known for Pythagorean triples. We can generate all solutions by utilizing Euclid’s formula: \(a = m^2 - n^2, b = 2mn, c = m^2 + n^2\). A common way to find this parameterization is shown in Figure 1. There we start with one known solution to the corresponding problem on the unit circle: \((-1)^2 + 0^2 = 1\). Given any rational pair \((x, y)\) on the unit circle, the slope of the line from \((-1, 0)\) to \((x, y)\) is rational, and conversely given any line with rational slope emanating from \((-1, 0)\) it intersects the unit circle at a rational point; see for example [MT-B] for details.
What can we say about the structure of the solutions to the Pythagorean equation? It is trivial to see that given a solution \((a, b, c)\) we can multiply each component by any integer \(k > 1\) to obtain a new solution; we thus call triples that are relatively prime primitive solutions. Are there other ways to generate new solutions from existing ones?

The answer is yes, and the motivation comes from an important generalization: elliptic curves (see [Kn, Si, ST]). An elliptic curve in standard (or Weierstrass) form is the set of points \((x, y)\) satisfying the cubic equation

\[
y^2 = x^3 + ax + b,
\]

where \(a, b \in \mathbb{Q}\) and the discriminant \(4a^3 + 27b^2\) is not zero (we need the discriminant to be non-zero to avoid degenerate cases such as lines and parabolas). Mordell proved that the set of rational points forms a group, and the points of infinite order are isomorphic to \(r\) copies of \(\mathbb{Z}\).

**Theorem 1.1** (Mordell’s theorem). *Let \(E(\mathbb{Q})\) be the set of rational points on an elliptic curve. Then \(E(\mathbb{Q})\) is a finitely generated abelian group of the form \(\mathbb{Z}^r \oplus T\), where \(r\) is the geometric rank and \(T\) is a finite set of points of finite order.*

We demonstrate the group law on the set of rational solutions of an elliptic curve in Figure 2. Thus given two points with rational coordinates, or even taking the same point twice, we can generate additional rational solutions.

Building on this success for elliptic curves, we revisit Pythagorean triples and see there is a similar structure. An excellent account of this was done recently by Yekutieli [YC], who sets out a framework amenable to generalization by presenting Pythagorean triples as complex numbers. Thus operations on complex numbers (multiplication, complex conjugation) provide ways of creating new, different solutions from existing ones.

Explicitly, given a Pythagorean triple \((a, b, c)\) we associate the complex number

\[
\zeta_{a,b,c} = x + iy = \frac{a}{c} + \frac{b}{c}i.
\]

\(^1\)Mazur [Maz1, Maz2] proved that there are only 15 possibilities for \(T\): \(\mathbb{Z}/NZ\) for \(N \in \{1, \ldots, 10, 12\}\) and \(\mathbb{Z}_2 \oplus \mathbb{Z}/2NZ\) with \(N \in \{1, \ldots, 4\}\). The possible values of the rank are still a mystery. In 1938, Billing found an elliptic curve with rank 3. The largest known rank increased slowly over the years, with the current record due to Elkies in 2006, and is rank at least 28 (see [Du] for a more comprehensive historical data on elliptic curve records). While originally it was conjectured that the rank can be arbitrarily large, now some models (see [PPVW]) suggest that there may only be finitely many curves with rank exceeding 28.
There are four solutions where either $a$ or $b$ is zero: $1, i, -1, -i$. These are the units of $\mathbb{Z}[i] = \{a + ib : a, b \in \mathbb{Z}\}$, and correspond to trivial Pythagorean triples. We now consider $\zeta$ where both $a$ and $b$ are non-zero. We cannot have $a = b$, as that would lead to $\sqrt{2}$ being rational. A straightforward calculation shows that given such a solution $\zeta$ there are 7 other distinct conjugate solutions; we can multiply $\zeta$ by $i, i^2$ and $i^3$ (the units of $\mathbb{Z}[i]$ other than 1) and then we can take the complex conjugates of these four solutions. We illustrate this in Figure 3; note without loss of generality given any Pythagorean triple not associated to a unit of $\mathbb{Z}[i]$ we may always adjust it, through multiplication by a unit and complex conjugation if needed, so that it lies in the shaded region (i.e., the second octant, or the part of the first quadrant where the imaginary part exceeds the real part).

Identifying Pythagorean triples with complex numbers yields a commutative group (if $z$ and $w$ are two complex numbers on the unit circle, the multiplicativity of the norm immediately implies $zw$ is also of norm 1 and hence on the unit circle). While rescaling a Pythagorean triple by $k$ does not change the complex number associated to it, multiplying the associated complex numbers generates new solutions. For example, the triple $(3, 4, 5)$ yields $\zeta_{3,4,5} = 3/5 + i4/5$, and

$$\zeta_{3,4,5}^2 = \left(\frac{3}{4} + \frac{4}{5}i\right)\left(\frac{3}{4} + \frac{4}{5}i\right) = \frac{-7}{25} + \frac{24}{25}i,$$

(1.4) which corresponds to the triple $(7, 24, 25)$, while

$$\zeta_{3,4,5}\zeta_{5,12,13} = \left(\frac{3}{5} + \frac{4}{5}i\right)\left(\frac{5}{13} + \frac{12}{13}i\right) = \frac{-33}{65} + \frac{56}{65}i,$$

(1.5)

We would have $2a^2 = c^2$ and thus $\sqrt{2} = c/a \in \mathbb{Q}$.
which corresponds to the triple $(33, 56, 65)$.

1.2. Results. Yekutieli [Ye] proved several results about the structure of the group of rational solutions to the unit circle version of the Pythagorean equation. Specifically, denote these solutions by

$$G(\mathbb{Q}) := \{x + iy : x, y \in \mathbb{Q} \text{ and } x^2 + y^2 = 1\}. \quad (1.6)$$

This is a group under complex multiplication, and decomposes as

$$G(\mathbb{Q}) = U \times F, \quad (1.7)$$

where $U = \{1, i, -1, -i\}$ is the units in $\mathbb{Z}[i]$ and $F$ is a free abelian group with basis given by the collection $\{\zeta_p\}_{p \in P_1}$, where the primes $P$ decompose as

$$P = P_1 \sqcup P_2 \sqcup P_3, \text{ with } P_\ell := \{p \in P : p \equiv \ell \mod 4\}. \quad (1.8)$$

He then proves results on which $c$ yield Pythagorean triples, and how many there are.

Our goal is to generalize these results, in particular to look at the structure of solutions to $x^2 + Dy^2 = z^2$ for square-free $D$ (there is no loss in generality in having a positive sign, as $x^2 + Dy^2 = z^2$ is the same as $z^2 - Dy^2 = x^2$). In particular, we are interested in seeing how the structure of $\mathbb{Z}[\sqrt{-D}]$ influences the solutions; one way to measure this structure is through its class number.

The proofs in [Ye] crucially use that $\mathbb{Z}[i] = \mathbb{Z}[\sqrt{-1}]$ has class number 1. There are 8 other square-free $D$ such that $\mathbb{Z}[\sqrt{-D}]$ has class number 1; the complete set (see [Wa]) is

$$-D = \{-1, -2, -3, -7, -11, -19, -43, -67, -163\}. \quad (1.9)$$

For suitably restricted $D$, we can generalize the method in [Ye]. First we define *normalized solutions* to arbitrary Pell equation as follows;

**Definition 1.2.** A solution $(a, b, c)$ with $a, b, c \in \mathbb{N}$ to

$$x^2 + Dy^2 = z^2, \quad (1.10)$$

is defined to be a normalized solution if $\gcd(a, b, c) = 1$.

We also define

$$G_D(\mathbb{Q}) := \{a + b\sqrt{-D} \in \mathbb{Q}[\sqrt{-D}] : a^2 + Db^2 = 1\}, \quad (1.11)$$

and prove that $G_D(\mathbb{Q}) = U \times F$ where $U := \{1, -1\}$ and $F$ is a free abelian group, which allow us to determine the number of normalized solutions of the form $(a, b, c)$ to the equation (1.10) for any given $c \in \mathbb{N}$.

We do this by deriving three theorems which describe the factorization of elements in $G_D(\mathbb{Q})$ and how it relates to the number of normalized solutions of the equation $x^2 + Dy^2 = c^2$. Our generalization depends on properties of the class group, which leads to restrictions on what $D$ we can analyze.

Generalization from $D = 1$ to an arbitrary $D > 0$ is difficult as the ring $\mathbb{Z}[\sqrt{-D}]$ is not necessarily a unique factorization domain, or even a Dedekind domain, and hence the factorization of the elements of $\mathbb{Z}[\sqrt{-D}]$ into primes or irreducibles can be complicated (and sometimes not possible). Thus unlike the case of $D = 1$, the factorization of the elements of $G_D(\mathbb{Q})$ are no longer automatically inherited from the factorization of the elements of $\mathbb{Z}[\sqrt{-D}]$. 
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We recall some definitions and results on class groups; see [Cox] for details. Given a $K < 0$, the class group $C(K)$ is the set of equivalence classes $P/\sim$ together with the operation of Dirichlet composition, where

$$ P := \{ \text{primitive, positive-definite forms with discriminant } K \}. \quad (1.12) $$

For two binary quadratic forms $f = [a, b, c]$ and $g = [a', b', c']$, $f \sim g$ if and only if there exists a matrix $A = \begin{pmatrix} p & q \\ r & s \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$ such that $g(x, y) = f^A(x, y) := f(px + qy, rx + sy)$. The identity element of this class is

$$ \text{Identity of } C(K) = \begin{cases} \text{the class containing } [1, 0, -K/4], & \text{if } K \equiv 0 \pmod{4}, \\ \text{the class containing } [1, 1, 1-K/4], & \text{if } K \equiv 1 \pmod{4}. \end{cases} \quad (1.13) $$

The inverse of the class containing $[a, b, c]$ is the class containing $[a, -b, c]$.

The following is our main result.

**Theorem 1.3.** Assume $-D \equiv 2$ or $3 \pmod{4}$ and $D > 1$. Suppose the class group of $\mathbb{Q}[\sqrt{-D}]$ is a free $\mathbb{Z}_2$ module. Then $G_D(\mathbb{Q}) = U \times F$, where $U = \{ \pm 1 \}$ and $F$ is a free abelian group. If $c = p_1^{n_1} \cdots p_k^{n_k}$ such that $\left( \frac{-D}{p_i} \right) = 1$ for all $1 \leq i \leq k$, then the number of normalized solutions of the form $(a, b, c)$ is $2^{k-1}$. Otherwise, there are no normalized solutions of the form $(a, b, c)$.

**Remark 1.4.** As the case for $D = 1$ is known (see [Ye]), we only consider $D > 1$. It is worth noting that the argument for $D = 1$ is slightly different, because the group of units for $\mathbb{Z}[i]$ is $\{ \pm 1, \pm i \}$ while the group of units for $\mathbb{Z}[\sqrt{-D}]$ when $D > 1$ is just $\{ \pm 1 \}$. Also, the definition of normalized solutions must be altered to account for the fact that if $(a, b, c)$ is a solution then so is $(b, a, c)$, which is not true for $(a, b, c)$.

After recalling needed facts, we show that if we assume the hypotheses of Theorem 1.3, then $c$ is a normalized solution to the equation $x^2 + Dy^2$. The fact that each element of the class group has order at most 2 is crucial here for the following reason. The integer $c$ is properly represented by some binary quadratic form. Therefore, if every element of $C(-4D)$ has order at most 2, then $c^2$ is properly represented by the identity element of $C(-4D)$, which is the form $x^2 + Dy^2$. So, there exists a normalized solution to the equation $(a, b, c)$ for some $a, b \in \mathbb{Z}$. If it is the case that there exists $f \in C(-4D)$ such that $|f| > 2$, then there may exist an integer $c$ such that $c$ is represented by $f$ but $c^2$ is not represented by the identity element. In this case $c$ might not be a solution to the equation even though it satisfies $\left( \frac{-D}{p} \right) = 1$ for all prime factors $p$ of $c$. We refer to the remarks at Section 5 for a concrete example.

Next, we prove that $G_D(\mathbb{Q})$ factors into the direct product of the group of units of $\mathbb{Z}[\sqrt{-D}]$ and a free abelian group. Finally, this factorization allows us to determine the number of solutions to $x^2 + Dy^2 = z^2$ for a fixed integer $z$. We conclude with examples of these theorems as well as cases where the theorem does not hold (e.g., when $C(-4D)$ is not a free $\mathbb{Z}_2$ module).

## 2. Units and Complex Multiplication

We start by determining the group operations for

$$ G_D(\mathbb{Q}) := \{ z = a + b\sqrt{-D} \in \mathbb{Q}[\sqrt{-D}] : a^2 + Db^2 = 1 \}. \quad (2.1) $$
The norm on \( \mathbb{Q}[\sqrt{-D}] \) is
\[
N(a + b\sqrt{-D}) := a^2 + Db^2 \tag{2.2}
\]
and is multiplicative: if \( a_1 + b_1\sqrt{-D}, a_2 + b_2\sqrt{-D} \in G_D(\mathbb{Q}) \), then
\[
N \left( (a_1 + b_1\sqrt{-D}) \cdot (a_2 + b_2\sqrt{-D}) \right) = N(a_1 + b_1\sqrt{-D}) \cdot N(a_2 + b_2\sqrt{-D}) = 1. \tag{2.3}
\]
Thus the product is an element of \( G_D(\mathbb{Q}) \). The inverse of any \( a + b\sqrt{-D} \in G_D(\mathbb{Q}) \) is given by \( a - b\sqrt{-D} \). The group of units for the ring \( \mathbb{Z}[\sqrt{-D}] \) are those elements \( x + y\sqrt{-D} \) where \( x, y \in \mathbb{Z} \) such that \( N(x + y\sqrt{-D}) = 1 \). This corresponds to those elements such that \( x^2 + Dy^2 = 1 \). As \( D > 1 \) the only integer solutions to this equation are \( \{\pm 1\} \), so the group of units is \( U = \{\pm 1\} \).

The group \( G_D(\mathbb{Q}) \) can be geometrically viewed as the rational points on the ellipse \( x^2 + Dy^2 = 1 \). Given two points \((x_1, y_1)\) and \((x_2, y_2)\) on this ellipse, we can multiply them as follows:
\[
(x_1, y_1) \ast (x_2, y_2) := (x_1x_2 - Dy_1y_2, x_1y_2 + x_2y_1), \tag{2.4}
\]
which yields another rational point on this ellipse. Note that each such rational point on this ellipse corresponds to a unique normalized solution to the equation \( x^2 + Dy^2 = z^2 \) up to the sign, since by definition normalized solutions are positive. Our aim is to find elementary normalized solutions so that we can generate any normalized solution by multiplying (as above) these elementary normalized solutions, similar to building composite numbers by multiplying prime numbers.

As multiplying normalized solutions using the above rule does not always yield a normalized solution, we work with the elementary solutions. We see this in detail while studying Lemma \[3.7\] and Theorem \[3.9\].

### 3. Group Structure on the Rational Solutions on Ellipse

In this section we give a structure theorem for the set
\[
G_D(\mathbb{Q}) := \{ z = a + b\sqrt{-D} \in \mathbb{Q}[\sqrt{-D}] : a^2 + Db^2 = 1 \}. \tag{3.1}
\]
We prove that \( G_D(\mathbb{Q}) \) is of the form \( U \times F \) where \( U := \{ 1, -1 \} \) and \( F \) is a free abelian group provided that \( -D \equiv 2, 3 \pmod{4} \) and \( C(-4D) \) is a free \( \mathbb{Z}_2 \) module.

We begin with the following results necessary for factoring \( G_D(\mathbb{Q}) \).


**Lemma 3.1.** Given a \( D > 0 \) such that \(-D \equiv 2, 3 \pmod{4}\), if \((a, b, c)\) is a normalized solution to
\[
x^2 + Dy^2 = z^2, \tag{3.2}
\]
then \( c \) must be an odd natural number.

**Proof.** We have \( a^2 + Db^2 = c^2 \). Assume \( 2 \mid c \). Then \( 4 \mid a^2 + Db^2 \). Note that \( a^2 \equiv 0, 1 \pmod{4} \) and \( b^2 \equiv 0, 1 \pmod{4} \). Therefore, since \( 4 \mid a^2 + Db^2 \), we have \( b^2 \equiv a^2 \equiv 0 \pmod{4} \). This implies \( 2 \mid a, b, c \), which contradicts the fact \((a, b, c)\) is a normalized solution. \(\Box\)

Since we are focusing our attention on the case when \(-D \equiv 2, 3 \pmod{4}\), by Lemma \[3.1\] we are only concerned with normalized solutions \((a, b, c)\) when \( c \) is odd.

The next result determines when \( x^2 + Dy^2 = z^2 \) has a normalized solution for fixed \( z \). In all arguments below \( \left( \frac{a}{p} \right) \) represents the Legendre symbol; it is 1 if \( a \) is a non-zero square modulo \( p \), 0 if \( a \) is congruent to zero modulo \( p \), and -1 otherwise.
The following lemma will be important for determining when a normalized solution to (3.2) exists. We will use Hensel’s Lemma to prove it, and for completeness, we state it below.

**Lemma 3.2** (Hensel’s Lemma). Let $f(x)$ be a polynomial with integer coefficients. Let $k$ be a positive integer, and $r$ an integer such that $f(r) \equiv 0 \pmod{p^k}$. Suppose $m \leq k$ is a positive integer. Then, if $f'(r) \neq 0 \pmod{p}$, there is an integer $s$ such that $f(s) \equiv 0 \pmod{p^k+m}$ and $s \equiv r \pmod{p^k}$.

**Lemma 3.3.** Suppose $C(-4D) \cong (\mathbb{Z}_2)^n$ for some $n \geq 0$ such that $-D = 2, 3 \pmod{4}$. Let $c = p_1^{n_1} \cdots p_k^{n_k}$ be an odd positive integer. There exists a normalized solution $(a, b, c)$ to $x^2 + Dy^2 = z^2$ if and only if $(\frac{-D}{p_i}) = 1$ for all $1 \leq i \leq k$.

**Proof.** First suppose $(\frac{-D}{p_i}) = 1$ for all $1 \leq i \leq k$. We need to show that $-D$ is a quadratic residue modulo $c$. Fix some prime $p_i$ and consider the polynomial $f(x) = x^2 + D$. Since $-D$ is a non-zero quadratic residue modulo $p_i$, we know that there exists an $r \in \mathbb{Z}$ such that $r \neq 0$ and $f(r) = r^2 + D \equiv 0 \pmod{p_i}$. Also, $f'(x) = 2x$, so since $p_i$ is an odd prime, if $f'(r) = 2r \equiv 0 \pmod{p_i}$, then $r \equiv 0 \pmod{p_i}$. This implies that $D \equiv 0 \pmod{p_i}$, which is a contradiction. Therefore, we can apply Hensel’s Lemma to obtain some $s \in \mathbb{Z}$ such that $f(s) = s^2 + D \equiv 0 \pmod{p_i^k}$. Now suppose that for some $k < n_i$, and some $s_k \in \mathbb{Z}$ such that $s_k \equiv r \pmod{p_i}$ we have that $f(s_k) = s_k^2 + D \equiv 0 \pmod{p_i^k}$. Then we have that $f'(s_k) = 2s_k \neq 0 \pmod{p_i^k}$, since $s_k \equiv r \pmod{p_i}$ and $r \neq 0 \pmod{p_i}$. If $s_k \equiv 0 \pmod{p_i^k}$, then $s_k \equiv 0 \pmod{p_i}$, which is a contradiction. Therefore, by applying Hensel’s Lemma again, we obtain $s_{k+1} \in \mathbb{Z}$ such that $f(s_{k+1}) = (s_{k+1})^2 + D \equiv 0 \pmod{p_i^{k+1}}$, and $s_{k+1} \equiv s_k \pmod{p_i^k}$, so $s_{k+1} \equiv r \pmod{p_i}$. By this inductive process, we get a solution to $f(x) = x^2 + D \equiv 0 \pmod{p_i^{n_i}}$. This implies that $-D$ is a quadratic residue modulo $p_i^{n_i}$.

For each $i \neq j$, $p_i^{n_i}$ and $p_j^{n_j}$ are coprime. Also, $-D$ is a quadratic residue modulo $p_i^{n_i}$ and $-D$ is a quadratic residue modulo $p_j^{n_j}$ by the above. Therefore, $-D$ is a quadratic residue modulo $p_i^{n_i}p_j^{n_j}$. Thus, $-4D$ is a quadratic residue modulo $c$. Then by Lemma 2.5 of [Cox], $c$ is properly represented by a primitive form $f$ of discriminant $-4D$. Now if we apply Lemma 2.3 of [Cox], we get $f \sim [c, \alpha, \beta]$ for some integers $\alpha, \beta$.

Note that $\alpha^2 - 4\alpha \beta = -4D$. Suppose for contradiction that $(\alpha, c) > 1$. Then this implies that $(\alpha, c)|c$ and $(\alpha, c)|D$. However, since $(\frac{-D}{p_i}) = 1$ for all $1 \leq k$, $c$ and $D$ are coprime. This is a contradiction, so $(\alpha, c) = 1$. Therefore, $(c, c, 2\alpha, 2\beta) = 1$, and hence the Dirichlet composition is well defined in this case, and we we have that $f^2 \sim [\alpha^2, \alpha', \beta']$ for $\alpha', \beta' \in \mathbb{Z}$. This implies $f^2$ properly represents $c^2$, since $C(-4D) \cong (\mathbb{Z}_2^2)^n$ for some $n$, so each element of $C(-4D)$ has order at most 2. Therefore, the class $[f]$ in $C(-4D)$ has order at most 2, so $[f]^2$ is the identity and hence $f^2 \sim [1, 0, D]$. Thus, by the above, $[1, 0, D] \sim [\alpha^2, \alpha', \beta']$. From this, using Lemma 2.3 of [Cox] once again, we infer that $x^2 + Dy^2$ properly represents $c^2$. Therefore, there exists a normalized solution $(a, b, c)$ to (3.2) for some $a, b \in \mathbb{Z}$. This completes the first implication.

Conversely, let $(a, b, c)$ be a normalized solution to (3.2). First, suppose for contradiction that $(c, D) = h_0 > 1$. Then we have $h_0|a^2$. Suppose $h_0 = q_1^{m_1} \cdots q_r^{m_r}$ for primes $q_i$. Define $h_1 := q_1 \cdots q_r$. This gives us $h_1 > 1$ and $h_1 | c, h_1 | h_0$, and $h_1 | a$. Therefore, $h_1^2|a^2$ and $h_1^2|c^2$. This implies that $h_1^2 | Db^2$ but $h_1^2$ does not divide $D$, because $D$ is square free. Thus, $h_1$ divides $b$, and therefore $(a, b, c) > 1$, which is a contradiction. Hence $(c, D) = 1$. 
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Let $p$ be a prime factor of $c$. We claim that $(b, p) = 1$. Suppose not. Then since $p \mid b$, and $p \mid c$ we get $p \mid a$. This contradicts the assumption that $(a, b, c) = 1$, and thus $(b, p) = 1$ as claimed. Thus $a^2 + Db^2 = c^2$ implies $a^2 + Db^2 \equiv 0 \pmod{p}$ which gives us $-D \equiv (ab^{-1})^2 \pmod{p}$ where $b^{-1}$ is the inverse of $b$ modulo $p$ which exists as $(b, p) = 1$. So, $\left( \frac{-D}{p} \right) = 1$ for any prime factor $p$ of $c$.

\[ \square \]

3.2. **Factorization of $G_D(\mathbb{Q})$**: In order to state and prove the theorems which provide a factorization of $G_D(\mathbb{Q})$, we will first need the following two lemmas.

**Lemma 3.4.** For some $p$ such that $\left( \frac{-D}{p} \right) = 1$, let $x_0^2 + Dy_0^2 = p^{2\alpha}$ where $(x_0, y_0) = 1$. Also assume $p^{2\alpha} \mid c^2 + Dd^2$ for some $c, d$ such that $(c, d) = 1$. Then exactly one of the following is true:

\[ x_0 + y_0\sqrt{-D} \mid c + d\sqrt{-D} \quad (3.3) \]

\[ x_0 - y_0\sqrt{-D} \mid c + d\sqrt{-D} \quad (3.4) \]

in $\mathbb{Z}[\sqrt{-D}]$.

**Proof.** First, we have $p^{2\alpha} \mid x_0^2 + Dy_0^2$, $p^{2\alpha} \mid c^2 + Dd^2$. Therefore, $p^{2\alpha} \mid x_0^2d^2 - c^2y_0^2$ which implies $p^{2\alpha} \mid (dx_0 + cy_0)(dx_0 - cy_0)$.

We claim that $p^{2\alpha}$ divides exactly one of $dx_0 + cy_0$ and $dx_0 - cy_0$. If not, and $p$ divides both $(dx_0 + cy_0)$ and $(dx_0 - cy_0)$, then $p$ divides $2dx_0$. Since $p$ is odd, $p \mid dx_0$. If $p \mid d$ then $p \mid c$, which is a contradiction, while if $p \nmid x_0$, then $p \nmid Dy_0^2$. However, if $p \mid y_0$, then $(x_0, y_0) > 1$. Therefore, $p \nmid D$, contradicting Lemma 3.3.

Therefore, $p^{2\alpha}$ divides exactly one of $(dx_0 + cy_0)$ and $(dx_0 - cy_0)$. Now let us look at these two cases separately.

**Case 1:** $p^{2\alpha} \mid (dx_0 - cy_0)$. In this case we have

\[ p^{4\alpha} \mid (x_0^2 + Dy_0^2)(c^2 + Dd^2) = (cx_0 + Ddy_0)^2 + D(dx_0 - cy_0)^2, \quad (3.5) \]

and since $p^{4\alpha} \mid (dx_0 - cy_0)^2$ by assumption, we get $p^{4\alpha} \mid (cx_0 + Ddy_0)^2$. Therefore, $p^{2\alpha} \mid (cx_0 + Ddy_0)$.

Consider the number $\alpha + \beta\sqrt{-D}$ where $\alpha = \frac{cx_0 + Ddy_0}{p^{2\alpha}}$ and $\beta = \frac{dx_0 - cy_0}{p^{2\alpha}}$. Note that

\[ (\alpha + \beta\sqrt{-D})(x_0 + y_0\sqrt{-D}) = (c + d\sqrt{-D}). \]

Therefore, $(x_0 + y_0\sqrt{-D}) \mid (c + d\sqrt{-D})$ in $\mathbb{Z}[\sqrt{-D}]$.

**Case 2:** $p^{2\alpha} \mid (dx_0 + cy_0)$. We proceed in a similar fashion and show that

\[ (\gamma + \delta\sqrt{-D})(x_0 - y_0\sqrt{-D}) = (c + d\sqrt{-D}), \quad (3.6) \]

where $\gamma = \frac{cx_0 - Ddy_0}{p^{2\alpha}}$ and $\delta = \frac{dx_0 + cy_0}{p^{2\alpha}}$. \[ \square \]

**Lemma 3.5.** Let $p$ be an odd prime and consider the equation $p^2 = x_0^2 + Dy_0^2$ such that $(x_0, y_0) = 1$ and $D > 1$. Then, there are unique positive integers satisfying this equation.

**Proof.** Let $a, b, c, d$ be integers. We first want to show, if $a + b\sqrt{-D} \mid c + d\sqrt{-D}$ and $c + d\sqrt{-D} \mid a + b\sqrt{-D}$ in $\mathbb{Z}[\sqrt{-D}]$, then $c = \pm a$ and $b = \pm d$. 
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We can take \((a+b\sqrt{-D}) = x+y\sqrt{-D}\) and \((c+d\sqrt{-D}) = w+z\sqrt{-D}\). then we get \((x+y\sqrt{-D})(w+z\sqrt{-D}) = 1\). This implies \((x+y\sqrt{-D}), (w+z\sqrt{-D})\) are units, but the only units in \(\mathbb{Z}[\sqrt{-D}]\) are \(\pm 1\). Therefore, we get \(z = y = 0\) and \(x = \pm 1\), \(w = \pm 1\). Therefore, \(a = \pm b\) and \(c = \pm d\).

Now suppose that \(p^2 = x_0^2 + Dy_0^2 = x_1^2 + Dy_1^2\) such that \((x_0, y_0) = (x_1, y_1) = 1\). This implies, by Lemma 3.3, that \((-D) = 1\). Then by Lemma 3.4 we have one of the following four cases:

1. \(x_0 + y_0\sqrt{-D} | x_1 + y_1\sqrt{-D}\) and \(x_1 + y_1\sqrt{-D} | x_0 + y_0\sqrt{-D}\),
2. \(x_0 + y_0\sqrt{-D} | x_1 + y_1\sqrt{-D}\) and \(x_0 - y_0\sqrt{-D} | x_0 + y_0\sqrt{-D}\),
3. \(x_0 - y_0\sqrt{-D} | x_1 + y_1\sqrt{-D}\) and \(x_1 + y_1\sqrt{-D} | x_0 + y_0\sqrt{-D}\), or
4. \(x_0 - y_0\sqrt{-D} | x_1 + y_1\sqrt{-D}\) and \(x_1 - y_1\sqrt{-D} | x_0 + y_0\sqrt{-D}\).

The proof of the lemma for Case (1) follows directly from the above argument. For Case (2), we have \(x_0 - y_0\sqrt{-D} | x_0 + y_0\sqrt{-D}\) and \(x_0 - y_0\sqrt{-D} | x_0 + y_0\sqrt{-D}\), so we get that \(x_0 = -x_0\) or \(y_0 = -y_0\), which implies \(x_0 = \pm p\), since \(x_0\) cannot be 0. Case (3) is the same argument as Case (2). For Case (4) we have \(x_0 - y_0\sqrt{-D} | x_1 + y_1\sqrt{-D}\) and \(x_1 + y_1\sqrt{-D} | x_0 - y_0\sqrt{-D}\), so this case is equivalent to Case (1).

Now, let us define the set

\[ S := \left\{ \text{odd prime } q : \left(\frac{-D}{q}\right) = 1 \right\}. \]

For each \(q \in S\), we also define

\[ \zeta_q := \frac{x_0 + y_0\sqrt{-D}}{q}, \]

where \(q^2 = x_0^2 + Dy_0^2\) and \(x_0, y_0 > 0\).

Note that \(x_0, y_0\) exist due to Lemma 3.3 by the definition of the set \(S\) and they are unique by Lemma 3.5. These \(\zeta_q\)'s are the so-called elementary solutions. Our objective is to determine a one to one correspondence between the products of powers of \(\zeta_q\)'s and the set of normalized solutions of the form \((a, b, c)\) for a given \(c\).

Now we are ready to state and prove the first theorem.

**Theorem 3.6.** Let \(z = \frac{a+b\sqrt{-D}}{c} \in G_D(\mathbb{Q})\) where \((a, b) = 1\), \(c > 1\). Let \(c = p_1^{\alpha_1} \cdots p_k^{\alpha_k}\). Then

\[ z = \pm \zeta_{p_1}^{\beta_1} \cdots \zeta_{p_k}^{\beta_k}. \]  

**Proof.** Note that given such a \(z\), we have \(a^2 + Db^2 = c^2\) and thus \((a, b, c)\) is a normalized solution to \(x^2 + Dy^2 = z^2\). Thus according to the Lemma 3.3, for all the prime factors \(q\) of \(c\), \((-D)/q = 1\). Thus \(\zeta_{p_i}\) is well defined.

Consider \(z\) as in the statement. Then

\[ a^2 + Db^2 = c^2 = p_1^{2\alpha_1} p_2^{2\alpha_2} \cdots p_k^{2\alpha_k}. \]

Note that each \(p_i^{2\alpha_i} = \gamma_i + D\beta_i^2\) for some \(\gamma_i, \beta_i \in \mathbb{Z}\) such that \((\gamma_i, \beta_i) = 1\). Therefore,

\[ p_i^{2\alpha_i} = (\gamma_i + D\beta_i^2)^{\alpha_i} = (\gamma_i + \beta_i\sqrt{-D})^{\alpha_i} \left(\gamma_i - \beta_i\sqrt{-D}\right)^{\alpha_i} = (x_i + y_i\sqrt{-D})(x_i - y_i\sqrt{-D}) \]

for each \(i\). Here we used the fact that product of numbers of the form \(x^2 + Dy^2\) is again of the form \(x^2 + Dy^2\). Thus for each \(i\),

\[ p_i^{2\alpha_i} = x_i^2 + Dy_i^2 \]  

(3.10)
and \( p_i^{2\alpha_i} | a^2 + Db^2 \). Hence by Lemma 3.4 we have exactly one of the following:

\[
\begin{align*}
x_i + y_i \sqrt{-D} \mid a + b \sqrt{-D} &\iff x_i - y_i \sqrt{-D} \mid a - b \sqrt{-D} \\
\text{or} \\
x_i - y_i \sqrt{-D} \mid a + b \sqrt{-D} &\iff x_i + y_i \sqrt{-D} \mid a - b \sqrt{-D}.
\end{align*}
\]

(3.11)

As

\[
a^2 + Db^2 = c^2 = p_1^{2\alpha_1} p_2^{2\alpha_2} \cdots p_k^{2\alpha_k},
\]

we have

\[
(a + b \sqrt{-D})(a - b \sqrt{-D}) = (x_1 + y_1 \sqrt{-D})(x_2 + y_2 \sqrt{-D}) \cdots (x_k + y_k \sqrt{-D})
\]

\[
\cdot (x_1 - y_1 \sqrt{-D})(x_2 - y_2 \sqrt{-D}) \cdots (x_k - y_k \sqrt{-D}),
\]

(3.13)

which implies that

\[
(a_1 + b_1 \sqrt{-D})(a_1 - b_1 \sqrt{-D}) = (x_2 + y_2 \sqrt{-D}) \cdots (x_k + y_k \sqrt{-D})
\]

\[
\cdot (x_2 - y_2 \sqrt{-D}) \cdots (x_k - y_k \sqrt{-D})
\]

(3.14)

where

\[
a_1 + b_1 \sqrt{-D} := \begin{cases} 
\frac{a + b \sqrt{-D}}{x_1 + y_1 \sqrt{-D}}, & \text{if } x_1 + y_1 \sqrt{-D} | a + b \sqrt{-D} \\
\frac{a + b \sqrt{-D}}{x_1 - y_1 \sqrt{-D}}, & \text{if } x_1 - y_1 \sqrt{-D} | a + b \sqrt{-D}.
\end{cases}
\]

(3.15)

Also note that \( a_1^2 + Db_1^2 = p_2^{2\alpha_2} \cdots p_k^{2\alpha_k} \). If we continue this process inductively and keep defining subsequent terms \( a_i + b_i \sqrt{-D} \) as above, at the final step we get the following

\[
(a_k + b_k \sqrt{-D})(a_k - b_k \sqrt{-D}) = 1
\]

(3.16)

where \( a_k, b_k \in \mathbb{Z} \). But that would mean \( a_k = \pm 1, b_k = 0 \). Thus,

\[
(a + b \sqrt{-D}) = \pm 1 \cdot (x_1 \pm y_1 \sqrt{-D})(x_2 \pm y_2 \sqrt{-D}) \cdots (x_k \pm y_k \sqrt{-D}),
\]

(3.17)

and dividing by \( c \), we obtain

\[
\frac{a + b \sqrt{-D}}{c} = \pm 1 \cdot \frac{x_1 \pm y_1 \sqrt{-D}}{p_1^{\alpha_1}} \cdot \frac{x_2 \pm y_2 \sqrt{-D}}{p_2^{\alpha_2}} \cdots \frac{x_k \pm y_k \sqrt{-D}}{p_k^{\alpha_k}}.
\]

(3.18)

Now note that

\[
\zeta_{p_i}^{\pm \alpha_i} = \left( \frac{\gamma_i + \beta_i \sqrt{-D}}{p_i} \right)^{\pm \alpha_i} = \left( \frac{x_i \pm y_i \sqrt{-D}}{p_i^{\alpha_i}} \right).
\]

(3.19)

3.3. Obtaining Solutions from Factorization. We explore consequences of being able to factor every element of \( G_D(\mathbb{Q}) \). Given a factorization of some \( z \in G_D(\mathbb{Q}) \), we determine \( c \) where \((a, b, c)\) is the normalized solution to (3.2) corresponding to \( z \).

We first prove a needed result.

**Lemma 3.7.** Let \( z_1 = \frac{a_1 + b_1 \sqrt{-D}}{c_1} \in G_D(\mathbb{Q}) \) and \( z_2 = \frac{a_2 + b_2 \sqrt{-D}}{c_2} \in G_D(\mathbb{Q}) \) such that \((a_1, b_1) = (a_2, b_2) = (c_1, c_2) = 1\). Then

\[
(a_1a_2 - Db_1b_2, a_1b_2 + a_2b_1, c_1c_2)
\]

is a normalized solution, and \( a_1a_2 - Db_1b_2 \) and \( a_1b_2 + a_2b_1 \) are co-prime.
Proof. It suffices to show that there are no common prime divisor of \(a_1a_2 - Db_1b_2\) and \(a_1b_2 + a_2b_1\). Assume for contradiction that there exists some prime \(q\) that divides them. We then have \(q \mid a_1a_2 - Db_1b_2\) and \(q \mid a_1b_2 + a_2b_1\), and

\[
q \mid (-b_2)(a_1a_2 - Db_1b_2) + (a_2)(a_1b_2 + a_2b_1)
\]

implies \(q \mid b_1(a_2^2 + Db_2^2)\). However if \(q \mid b_1\) then \(q \mid a_1a_2\) and \(q \mid a_1b_2\). Since \((a_1, b_1) = 1\) and \(q \mid b_1\), we have \(q \nmid a_1\). Therefore, \(q \nmid a_2\) and \(q \nmid b_2\). This is a contradiction, and thus \(q \mid (a_2^2 + Db_2^2)\).

Also note that \(q | (a_1(a_1a_2 - Db_1b_2) + (Db_1)(a_1b_2 + a_2b_1) = a_2(a_1^2 + Db_1^2)\) implies \(q \mid a_2\), or \(q \mid a_1^2 + Db_1^2\). Now assume that \(q \mid a_2\). Then \(q \mid Db_1b_2\) and \(q \mid a_1b_2\) which implies \(q \mid a_1\), and we have \(q \nmid b_2\). Suppose for contradiction that \(q \nmid D\). Then \(q \mid a_2^2 + Db_2^2 = c_2^2\) and since \(q\) is a prime, \(q^2 \mid c_2\) implies \(q^2 \mid Db_2\) which yields \(q^2 \mid D\) as \(q \nmid b_2\). This contradicts that \(D\) is square-free.

Thus \(q \mid a_2\) implies \(q \mid b_1\) and \(q \mid a_1\), which contradicts that \((a_2, b_2) = 1\). Therefore \(q \nmid a_2\) implies \(q \nmid a_1^2 + Db_2^2\), and \(q\) is a common divisor of \(c_1\) and \(c_2\), which is a contradiction.

Thus there cannot be a common prime factor of \(a_1a_2 - Db_1b_2\) and \(a_1b_2 + a_2b_1\). \(\square\)

Remark 3.8. Note that this proof does not depend on the fact that the class group is a free \(\mathbb{Z}_2\)-module. So, given two normalized solutions \((a, b, c)\) and \((a', b', c')\) such that \((c, c') = 1\), one can multiply them together to get a new normalized solution of the form \((x, y, cc')\).

Now, we state the theorem that retrieves solutions from the factorization of an element in \(G_D(\mathbb{Q})\).

Theorem 3.9. For some \(z \in G_D(\mathbb{Q})\) let \(z = \pm \zeta_{p_1}^{\alpha_1} \cdots \zeta_{p_k}^{\alpha_k}\) where \((-D)_{p_i} = 1\) for all \(i\). Then if \(z\) corresponds to the normalized triple \((a, b, c)\), we must have \(c = p_1^{\alpha_1} \cdots p_k^{\alpha_k}\).

Proof. By definition of \(G_D(\mathbb{Q})\), \(z\) corresponds to the normalized triple \((a, b, c)\) if and only if \(z = \frac{a+b\sqrt{-D}}{c}\) where \((a, b) = 1\), so we write \(z = \frac{a+b\sqrt{-D}}{c}\) where \((a, b) = 1\). Due to Lemma 3.3 for each \(p_i\), we have \(\zeta_{p_i}^{\alpha_i} = \frac{a+b\sqrt{-D}}{p_i^{\alpha_i}}\) where \((a_i, b_i) = 1\), since we can write \(p_i^{2\alpha_i} = a_i^2 + Db_i^2\) where \((a_i, b_i) = 1\). By Lemma 3.7, \(\pm \zeta_{p_1}^{\alpha_1} \cdots \zeta_{p_k}^{\alpha_k}\) corresponds to a normalized solution of the form \((\alpha, \beta, p_1^{\alpha_1}p_2^{\alpha_2} \cdots p_k^{\alpha_k})\); \(z\) already corresponds to the normalized solution \((a, b, c)\) and we know that an element of \(G_D(\mathbb{Q})\) can correspond to just one normalized solution. So we must have \(c = p_1^{\alpha_1} \cdots p_k^{\alpha_k}\). \(\square\)

We have now proved two of our main results. First, Theorem 3.6. which factorizes elements of \(G_D(\mathbb{Q})\), and second, Theorem 3.9. which retrieves normalized solutions from the factorization of an element of \(G_D(\mathbb{Q})\). Using these tools we can enumerate the number of normalized solution of the form \((a, b, c)\) for a given \(c\).

4. Cardinality of Rational Solutions

With the two theorems from the previous section, we can count the the number of normalized solutions of the form \((a, b, c)\) with \(c > 0\).

Theorem 4.1. Suppose that \(-D \equiv 2, 3 \pmod{4}, D > 1\) and \(c = p_1^{\alpha_1} \cdots p_k^{\alpha_k}\). Then there is a normalized solution to (1.10) of the form \((a, b, c)\) if and only if all the \(p_i \in S\). Further, if all the \(p_i \in S\), we have exactly \(2^{k-1}\) normalized solutions to (1.10) of the form \((a, b, c)\).
Proof. The first statement is proven by Lemma 3.3. Let us fix \( c = p_1^{n_1} \cdots p_k^{n_k} \) such that \( \left( \frac{-D}{p_i} \right) = 1 \) for \( 1 \leq i \leq k \) and represent the solutions to \( a^2 + Db^2 = c^2 \) as \( \frac{a+b\sqrt{-D}}{c} \). Define the sets

\[
T_1 := \left\{ \frac{a+b\sqrt{-D}}{c} : a^2 + Db^2 = c^2, (a, b) = 1, c > 1 \right\}
\]

and

\[
T_2 := \left\{ \pm \zeta^{e_1p_1 \cdots e_kp_k} : e_i \in \{\pm 1\} \right\}.
\]

By Theorem 3.6, we have \( T_1 \subset T_2 \) and, by Theorem 3.9, we get \( T_2 \subset T_1 \). Now for every solution \( (a, b) \) to \( x^2 + Dy^2 = c^2 \), we can find other solutions by multiplying \(-1\) to \( z = \frac{a+b\sqrt{-D}}{c} \) or by taking the complex conjugate of \( c \). Therefore, for every \( (a, b) \) there are four distinct solutions corresponding to the integers \( a \) and \( b \). They are \( \frac{a+b\sqrt{-D}}{c}, \frac{-a+b\sqrt{-D}}{c}, \frac{a-b\sqrt{-D}}{c}, \frac{-a-b\sqrt{-D}}{c} \). If \( \Gamma \) is the abelian group of order 4 generated by multiplication by \(-1\) and complex conjugation that acts on \( G_D(\mathbb{Q}) \), then the four solutions corresponding to the integers \( a, b \) is the orbit of \( \frac{a+b\sqrt{-D}}{c} \) under the action of \( \Gamma \). Therefore, the normalized solutions to \( x^2 + Dy^2 = c^2 \) are given by \( T_1 / \Gamma \).

As complex conjugation on an element \( z \in T_2 \) corresponds to the map \( e_i \to -e_i \), so we get

\[
T_2 / \Gamma = \left\{ \zeta^{e_1p_1 \cdots e_kp_k} : e_i \in \{\pm 1\} \right\}.
\]

Since \( T_2 / \Gamma = T_1 / \Gamma \), we have that the set of normalized solutions is given by \( T_2 / \Gamma \). Therefore, since there are \( k - 1 \) numbers \( e_i \) with two choices for each, we obtain \( |T_2 / \Gamma| = 2^{k-1} \). □

Remark 4.2. While the theorems above are stated and proved for \( -D \equiv 2, 3 \) (mod 4), we can generalize them to \( -D \equiv 1 \) (mod 4) as well. In that case all of these theorems remain valid only when \( c \) is odd, because when \( -D \equiv 1 \) (mod 4), there could exist normalized solutions of the form \((a, b, c)\) where \( c \) is even, which cannot happen when \( -D \equiv 2, 3 \) (mod 4) (see Lemma 3.1).

Remark 4.3. For the case when \( D = 1 \), the argument must be modified, because in this case the group of units of \( \mathbb{Z}[i] \) is \( \{\pm 1, \pm i\} \). Also for a solution \((a, b, c)\) to \( x^2 + Dy^2 = z^2 \) to be normalized when \( D = 1 \), there is the added condition that \( a < b \). This is necessary, because if \((a, b, c)\) is a solution then so is \((b, a, c)\). The following proofs must be changed to account for these differences.

Lemma 3.5 does not hold in this case, because it relies on the fact that the group of units of \( \mathbb{Z}[\sqrt{-D}] \) is \( \{\pm 1\} \). We use this lemma to prove that our definition of \( \zeta_p \) is well defined. We can rectify this problem by defining \( \zeta_p \) in the same way as [Ye]. That is, for a prime \( p \) such that \( \left( \frac{-1}{p} \right) = 1 \), \( p = m^2 + n^2 \) for \( m, n \in \mathbb{Z} \). Because \( p \) is odd, we have \( |m| \neq |n| \). Therefore, we can assume \( 0 < m < n \). We can then define \( q = m + ni \) and \( \zeta_p = \frac{q}{\overline{q}} \) where \( \overline{q} \) is the complex conjugate of \( q \). Theorem 3.6 and Theorem 3.9 also rely on the fact that the group of units is \( \{\pm 1\} \). If we change the group of units to be \( \{\pm 1, \pm i\} \), then the arguments will hold if we change \( z = \pm \zeta_{p_1}^{\pm r_1} \cdots \zeta_{p_k}^{\pm r_k} \) to \( z = \pm i^r \zeta_{p_1}^{\pm r_1} \cdots \zeta_{p_k}^{\pm r_k} \) where \( r \in \{0, 1\} \). Therefore, we will still have the factorization \( G_1(\mathbb{Q}) = U \times F \) where \( U \) is the group of units of \( \mathbb{Z}[\sqrt{-D}] \) and \( F \) is the free abelian group with generators \( \{\zeta_p\} \). Finally, Theorem 4.1 will change as follows. Given a solution \((a, b, c)\) we have 8 distinct solutions corresponding to the integers \( a, b \). That is if we can multiply \( \frac{a+b\sqrt{-D}}{c} \) by \( \pm 1 \), \( \pm i \) or take complex conjugation to get another distinct solution. Therefore, we define \( \Gamma \) to be the group generated by multiplication of \(-1, i\) and complex conjugation. We also define

\[
T_2 := \left\{ \pm i^r \zeta_{p_1}^{e_1p_1 \cdots e_kp_k} : e_i \in \{\pm 1\}, r \in \{0, 1\} \right\}.
\]

With these changes, the same argument will give us the result of Theorem 4.1.
5. Examples and Future Work

5.1. Examples. We give a few examples of our results.

• Theorem 4.1 holds when the class group \( C(-4D) \) has order \( \leq 2 \) and \(-D \equiv 2, 3 \mod 4\). This only occurs when \( D = 1, 2, 5, 6, 10, 13, 22, 37, 58 \).

• The class group can also be a free \( \mathbb{Z}_2 \) module when \( |C(-4D)| > 2 \). For example, in case of \( D = 210 \), the class number is 8 and each reduced form has order at most 2.

• The class group is not always a free \( \mathbb{Z}_2 \) module. For example, in the case of \( D = 26 \), the class number is 6. So the class group cannot be a free \( \mathbb{Z}_2 \)-module. In fact, even if the class number is \( 2^n \), the class group might not be a free \( \mathbb{Z}_2 \)-module. For example, when \( D = 34 \), the class number is 4, and it contains a reduced form \([5, 2, 7]\), which does not have order at most 2. The class containing this reduced form has order 4, which means that the class group is a cyclic group of order 4. Note that in all of the above examples, \(-D \equiv 2, 3 \mod 4\).

• For our results to be true, we need the class group to be a free \( \mathbb{Z}_2 \) module. Otherwise Theorem 4.1 might not be true. For example take \( D = 26 \) as above and consider \( c = 5 \). Note that

\[
\left( \frac{-26}{5} \right) = 1,
\]

yet \( x^2 + 26y^2 = 5^2 \) has no normalized solution.

5.2. Future Work. Here are some possible avenues for extending the work of this paper.

• This paper does not have full results for the case \(-D \equiv 1 \mod 4\). As stated in Remark 4.2, the problem with this case is that for a normalized solution \((a, b, c)\), \( c \) can be even. Many of our results rely on the fact that certain primes are odd. What can be said about the solutions to \( x^2 + Dy^2 = c^2 \) when \( c \) is even?

• Another restriction in this paper for the results to hold is that \( C(-4D) \cong (\mathbb{Z}_2)^n \). This is necessary in our method, because we use that every element of \( C(-4D) \) has order at most 2 when determining if there exists a normalized solution \((a, b, c)\) for a given \( c \). With more advanced tools is there a way to extend these results for a broader range of integers \( D \)?

• What can be said about other Diophantine equations? Can we count the number of normalized solutions to \( x^2 + y^2 + z^2 = w^2 \), or even more generally \( x^2 + D_1y^2 + D_2z^2 = w^2 \) for example? For \( x_1^2 + x_2^2 + x_3^2 + x_4^2 = z^2 \) what are the consequences of the multiplicativity of the quaternion norm?
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