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ABSTRACT. Previous work by Rubinstein [Rub] and Gao [Gao] computed then-level den-
sities for families of quadratic DirichletL-functions for test functionŝφ1, . . . , φ̂n supported
in
∑

n

i=1
|ui| < 2, and showed agreement with random matrix theory predictions in this

range forn ≤ 3 but only in a restricted range for largern. We extend these results and
show agreement forn ≤ 7, and reduce highern to a Fourier transform identity. The proof
involves adopting a new combinatorial perspective to convert all terms to a canonical form,
which facilitates the comparison of the two sides.
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1. INTRODUCTION

Assuming the Generalized Riemann Hypothesis (GRH), the non-trivial zeros ofL-functions
lie on the lineℜs = 1/2. The distribution of these zeros govern the behavior of a variety of
problems, ranging from the distribution of primes in arithmetic progressions to the size of
the class number to the geometric rank of the Mordell-Weil group of elliptic curves, among
others [CI, Da, Go, GZ, RubSa]. In many instances we need to know more than just the
fact that the zeros lie on the line, but additionally how theyare distributed on the line.

One of the most successful approaches to modeling these zeros is through Random Ma-
trix Theory. Originally arising in statistical investigations [Wis], the subject flourished in
the 1950s and 1960s with the work of Wigner [Wig1, Wig2, Wig3,Wig4, Wig5], Dyson
[Dy1, Dy2] and others, who applied it to describe the energy levels of heavy nuclei. In
the 1970s, Montgomery and Dyson [Mon] noticed that the 2-level correlation of zeros of
the Riemann zeta function matched those of the Gaussian Unitary Ensemble (GUE); see
[Ha, FirMi] for more on the history. Since then Random MatrixTheory has made precise
statements about the main term in the behavior of numerous statistics involving zeros of
L-functions [Con, KeSn1, KeSn2, KeSn3].

While the limiting behavior ofn-level correlations of a singleL-function have been
shown to agree (for suitable test functions) with the scaling limit of the GUE [Hej, Mon,
RS], the behavior near the central point is different for differentL-functions, and depends
on the arithmetic of the form (for example, the order of vanishing ofL-functions attached
to elliptic curves is conjecturally equal to the rank of the Mordell-Weil group). To study
these low-lying zeros, Katz and Sarnak [KaSa1, KaSa2] introduced then-level density.
Assuming GRH, the non-trivial zeros of anL-functionL(s, f) are1/2 + iγ

(j)
f with γ

(j)
f

real, where· · · ≤ γ
(−2)
f ≤ γ

(−1)
f ≤ γ

(1)
f ≤ γ

(2)
f ≤ · · · if the sign of the functional equation

is even (if it is odd, there is an extra zero:γ
(0)
f = 0). Then-level density for a finite family
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D(n)(F ;φ) :=
1

|F|
∑

f∈F

∑

j1,...,jn
ji 6=±jk

φ1

(
logR

2π
γ
(j1)
f

)
· · ·φn

(
logR

2π
γ
(jn)
f

)
, (1.1)

where theφi are even Schwartz functions whose Fourier transforms have compact sup-
port andlogR is a normalization parameter (essentially the average of the logarithms of
the analytic conductors) so that the scaled zeros near the central point have mean spacing
1. The Katz-Sarnak Density Conjecture states that as the conductors tend to infinity the
distribution of the scaled zeros near the central point converges to the same limiting distri-
bution as the normalized eigenvalues near 1 of a subgroup of the unitary groupU(N) as
N → ∞. The corresponding group is typically unitary, symplectic, or orthogonal matrices
(or a trivial modification to take into account forced zeros at the central point). There is
strong evidence for this conjecture. First, in the functionfield case the correspondence is
clear as the subgroup is the monodromy group. Second, there are now many families of
L-functions where we can prove agreement for suitably restricted test functions, includ-
ing DirichletL-functions, elliptic curves, cuspidal newforms, Maass forms, number field
L-functions, symmetric powers ofGL2 automorphic representations and Rankin-Selberg
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convolutions of the above, to name a few [AILMZ, DM1, DM2, FioMi, FI, Gao, Gü, HM,
HR, ILS, KaSa1, KaSa2, Mil, MilPe, OS1, OS2, RR, Ro, Rub, Ya, Yo].

In this paper we study the low-lying zeros (i.e., those near the central point) of quadratic
Dirichlet L-functions via then-level density. In his thesis Rubinstein [Rub] showed these
agree with the scaling limit of symplectic matrices whenever φ̂1, . . . , φ̂n are supported in∑n

i=1 |ui| < 1. Gao [Gao] extended this result in his thesis. It is important to have as large
support as possible, as frequently extending the support isrelated to finer questions about
the arithmetic of the family. Interestingly, while Gao was able to compute the number the-
ory side for test functions supported in

∑n
i=1 |ui| < 2, he was only able to show agreement

with the Katz-Sarnak determinantal expansion for the symplectic ensemble forn ≤ 3.
This created an annoying situation in the literature, whereboth number theory and ran-

dom matrix theory had been computed in the regime
∑n

i=1 |ui| < 2, but could only be
shown to agree in this full range forn ≤ 3. Gao’s proof involved using ad hoc Fourier
transform identities to match the manageable number of terms present for such smalln.
Unfortunately, the number of summands grows very rapidly with n, and this approach be-
comes impractical for highern.

In this paper, we further extend the agreement between number theory and random ma-
trix theory. Our proof is in two steps. First, we resolve a combinatorial obstruction by
rewriting both densities using the same combinatorial perspective: we express the terms of
the densities in terms of certain pairs of set partitions. This allows us to show agreement
between most of the terms arising in the densities, for anyn. Second, we reduce the Den-
sity Conjecture (in the range

∑n
i=1 |ui| < 2) to showing that a term arising in the random

matrix theory is the Mobius transform (over the lattice of set partitions) of a corresponding
term from number theory. We cannot prove this identity for all n, but we use Mobius in-
version and properties of Fourier transforms to give it a canonical form that is possible to
check with a computation. As an application, we verify it forn ≤ 7:

Theorem 1.1.Letφ1, . . . , φn be even Schwartz functions with theφ̂i supported in
∑n

i=1 |ui|
< 2. For n ≤ 7, the Katz-Sarnak Density Conjecture holds for the low-lying zeros of
quadratic DirichletL-functions{L(s, χ8d)}, whered ∈ N is odd and square-free.

In the above theorem, following Gao [Gao] we restricted the family of quadratic char-
acters. This simplifies the analysis by excludingχ2, and facilitates applications of Poisson
summation in Gao’s thesis [Gao]. Note thatχ8d is a real primitive character with even sign
(i.e.,χ8d(−1) = 1).

We briefly sketch the proof. Both sides are known for
∑n

i=1 |ui| < 2 by [Rub, Gao]; the
difficulty is showing that the two expressions are equal. We proceed as follows.

(1) We regroup the terms in the random matrix theory in terms of pairs of set partitions
F ,G, such thatF refinesG and each block ofG is a union of at most two blocks
of F .

(2) We do the same to the number theory; this step is more involved because the count-
ing is naturally ‘backwards’ there, so the main step is to switch the order in which
the pairs of partitions are counted.
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(3) We separate the remaining non-matching terms from the rest of the sum, and show
that they are all instances of a single Mobius inversion identity.

(4) We (Mobius-)invert the identity and use properties of Fourier transforms to convert
all the terms to integrals overRn

≥0. We reduce to showing that the integrands are
identically equal in the regionui > 0,

∑n
i=1 ui < 2.

(5) We reduce to a formal polynomial over the subsets of{1, . . . , n}, modulo two re-
lations that encode the support restriction: this gives an algorithm for showing the
Fourier identity, which we use to verify up ton = 7.

Remark 1.2. This work is an extension of the first-named author’s 2011 senior thesis at
Williams College [Lev]. There agreement was shown forn ≤ 6 through a more compu-
tational approach. In the course of extending these resultsand preparing this manuscript,
we learned of the work of Entin, Roddity-Gershon and Rudnick[ER-GR], who are able
to show agreement for alln. Instead of taking a combinatorial approach, they proceed by
going through a function field analogue and using the limit oflarge finite fields where the
hyperelliptic ensemble is shown to have USp statistics. In particular, their results imply
that our identity holds for alln; it would be interesting to complete the ideas of this paper
and derive a purely combinatorial proof of this fact.

The paper is organized as follows. We assume the reader is familiar with [Rub, Gao], and
we will just quote the number theory and random matrix expansions from these works. In
§2 we review some notation and derive some combinatorial results which allow us to recast
our problem as a related Fourier transform identity. We briefly discuss the obstruction
which restricts our theorem ton ≤ 7, and see why the two sides at first look so different. We
continue in the next section by recasting the random matrix and number theory expansions
to a more amenable form, reducing the problem to the aforementioned Fourier transform
identity, which we analyze in §4. There we rewrite everything in a more tractable canonical
form, and discuss the verification forn ≤ 7, which completes the proof of Theorem 1.1.

2. COMBINATORIAL PRELIMINARIES

The purpose of this section is to set the notation for the subsequent combinatorial analy-
sis, and highlight the technical issues.

2.1. Set partitions. We recall some basic properties of set partitions. Apartition F of
a finite setS is a collection of subsetsF = {F1, . . . , Fk} ⊂ P(S), such that theFi are
nonempty and pairwise disjoint, andS =

⋃k
i=1 Fi. TheFi are called theblocks of F and

the numberk = ν(F ) of blocks is thelength of F . The set of all partitions of a setS is
denotedΠ(S); whenn ∈ N, by abuse of notation we writeΠ(n) for Π({1, . . . , n}).

We partially-orderΠ(S) by partition refinement:F � G if each block ofF is contained
in some block ofG (equivalently, each block ofG is a union of blocks ofF ). We write
O = {{1}, . . . , {n}} andN = {{1, . . . , n}} for the minimal and maximal partitions.

We associate to any partially ordered setP the incidence algebra

A = {f : P × P → C | f(x, y) = 0 unlessx � y}, (2.1)
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with pointwise addition and multiplication defined by the convolution∗:

(f ∗ g)(x, y) =
∑

z∈[x,y]

f(x, z)g(z, y), (2.2)

where
[x, y] := {z : x � z � y} (2.3)

is the segment fromx to y. The multiplicative identity is denoted byδ, where

δ(x, y) =

{
1 if x = y

0 otherwise.
(2.4)

We have the zeta function

ζ(x, y) =

{
1 if x � y

0 otherwise.
(2.5)

We think of multiplication byζ as ‘integration’, since

(ζ ∗ f)(x, y) =
∑

z∈[x,y]

f(z, y). (2.6)

The convolution inverse ofζ is the Mobius functionµ, which satisfies the identity

δ(x, y) = (µ ∗ ζ)(x, y) =
∑

z∈[x,y]

µ(x, z) =

{
1 if x = y

0 otherwise.
(2.7)

We will use Mobius inversion on functions fromP to C. The incidence algebra acts on
functions (on the left) as follows. Forf ∈ A andg : P → C, we define

(f ∗ g)(x) =
∑

y�x

f(x, y)g(y), (2.8)

and the Mobius inversion formula is given by

f = (ζ ∗ g) ⇔ g = (µ ∗ f); (2.9)

or, more explicitly,

(∀x) f(x) =
∑

y�x

g(y) ⇔ (∀x) g(x) =
∑

y�x

µ(x, y)f(y). (2.10)

The Mobius function ofΠ(n) is known (see for example [Rot]): ifF � G and thei-th
block ofG is a union ofbi blocks ofF , then

µ(F ,G) = (−1)ν(F )−ν(G)

ν(G)∏

i=1

(bi − 1)!. (2.11)

The coefficientsµ(O,F ) andµ(F ,N) will often show up in our sums and are given by

µ(O,F ) = (−1)n−ν(F )

ν(F )∏

i=1

(|Fi| − 1)!, (2.12)

µ(F ,N) = (−1)ν(F )−1(ν(F )− 1)!. (2.13)
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We make extensive use of the following definition.

Definition 2.1. If F � G ∈ Π(n) are partitions, we sayF is a 2-refinementofG (or G is
2-coarserthanF ) if every block ofG is a union of at most 2 blocks ofF . If only one block
decomposes, we sayG coversF .

Covers and 2-refinements arise in our sums, and we note that inthese cases the Mobius
function simplifies toµ(F,G) = (−1)ν(F )−ν(G). Also, if G coversF via the decomposition
Fi ∪ Fj = Gk, it’s easy to see that

µ(O,F )

µ(O,G)
= −(|Fi| − 1)!(|Fj| − 1)!

(|Gk| − 1)!
. (2.14)

More generally, for a 2-refinementF � G, let F l ∈ [F ,G] be the partition obtained by
only decomposing thel-th block ofG into blocks fromF , sayGl = Fl1 ∪ Fl2. Then

µ(O,F )

µ(O,G)
=
∏

l

µ(O,F l)

µ(O,G)
= (−1)ν(F )−ν(G)

∏

l

(|Fl1 | − 1)!(|Fl2 | − 1)!

(|Gl| − 1)!
, (2.15)

wherel runs over the blocksGl that decompose inF .

Definition 2.2. If F is a 2-refinement ofG, we define the sets

S(F ,G) = {l : Gl decomposes inF},
Sc(F ,G) = {l : Gl is a block ofF},
W (F ,G) = {l : Fl joins with another block ofF in G},
W c(F ,G) = {l : Fl remains a block inG}, (2.16)

soS ∪ Sc = {1, . . . , ν(G)} andW ∪W c = {1, . . . , ν(F )}.

Remark 2.3. GivenG ∈ Π(n), a 2-refinementF is uniquely specified by a choice of blocks
S ⊆ {1, . . . , ν(G)}, and, for eachl ∈ S, a choice of decompositionGl = Hl ∪ Hc

l . (If
|Gl| = 1 for somel ∈ S, there are no valid decompositions ofGl.)

Conversely, givenF , a partitionG 2-coarser thanF is uniquely specified by a choice of
blocksW ⊆ {1, . . . , ν(F )} with |W | even, and a way of pairing up the elements ofW .

2.2. The combinatorial obstruction. We can now clarify some of the obstacles we need
to address.

The first reason the random matrix theory and number theory densities in [Gao] ap-
pear different is as follows. In the random matrix theory density, for each partitionF =
{F1, . . . , Fk} we at one point consider all ways of decomposing each of the blocksFi into
exactly two proper nonempty subsets. That is, we consider all the 2-refinementsF ′ of F .
On the number theory side, we instead consider all the ways ofpairing up (some or all of)
the blocksFi. In other words, we consider all the partitionsG of whichF is a 2-refinement.

Because the counting is ‘backwards’ here, the terms appear very different from those
encountered on the other side. By reindexing these sums appropriately, we are able to match
up the parts of the random matrix and number theory densitiesrelated to 2-refinements. We
then reduce the remaining difference to a Fourier transformidentity.



n-LEVEL DENSITIES OF DIRICHLETL-FUNCTIONS 7

We verify this remaining Fourier transform identity up to the casen = 7 by breaking
down the remaining combinatorics. The difference between our approach and Gao’s is as
follows. Gao verified the casesn = 1, 2, 3 by using various ad hoc Fourier Transform
identities, and explicitly computing formulas for (sums of) integrals over certain regions in
Rn (n ≤ 3), such as (equation 5.11 from [Gao]) :

∫
R3
≥0

u1>1+u2+u3

3∏

i=1

f̂i(ui)dui =

∫ ∞

1

∫ u1−1

0

∫ u1−u2−1

0

3∏

i=1

f̂i(ui)dui,

∫
R3
≥0

u2>1+u1+u3

3∏

i=1

f̂i(ui)dui =

∫ ∞

0

∫ ∞

1+u1

∫ u2−u1−1

0

3∏

i=1

f̂i(ui)dui, (2.17)

and showed that these sums yielded zero over various sub-regions of the support region
|u1|+ |u2|+ |u3| < 2. In contrast, we will write

∫
R3
≥0

u1>1+u2+u3

3∏

i=1

f̂i(ui)dui =

∫

R3
≥0

χ̃(u1 − u2 − u3)

3∏

i=1

f̂i(ui)dui,

∫
R3
≥0

u1>1+u2+u3

3∏

i=1

f̂i(ui)dui =

∫

R3
≥0

χ̃(−u1 + u2 − u3)

3∏

i=1

f̂i(ui)dui, (2.18)

whereχ̃ is the indicator function of the interval[1,∞), and show equality by analyzing the
combinatorics of various sums of products of indicator functions.

3. RECASTING THE EXPANSIONS

In this section we rewrite both sides to facilitate the comparison, and reduce the problem
to a Fourier transform identity. To state the random matrix theory expansion we need the
following definition.

Definition 3.1 (χ∗). For an integerk ≥ 1, the sum of indicator functionsχ∗
k on Rk is

defined by

χ∗
k(u1, . . . , uk) =

∑

π∈Sk

π(1)=1

(
k∏

i=1

χ(uπ(1) + · · ·+ uπ(i) − uπ(i+1) − · · · − uπ(k))

)
, (3.1)

whereSk is the symmetric group on{1, . . . , k}, we sum over the(k − 1)! permutations
fixing 1, andχ is the indicator function of[−1, 1].

We occasionally refer toχ∗
G, whereG is a set (generally a block of a partitionG ∈ Π(n));

the definition is the same as above (withk = |G|) andG is understood the set of indices
for the variablesui.
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3.1. Recasting the random matrix side.The n-level eigenvalue density for USp (see
equation (4.12) in [Gao]) is

∫

Rn

n∏

i=1

fi(x)W
(n)
USp(x)dx =

∑

G∈Π(n)

(−2)n−ν(G)

ν(G)∏

l=1

(Pl +Ql +Rl), (3.2)

where

Pl = (|Gl| − 1)!

(
(
−1

2
)

∫

R

Ĝl(u)du+

∫

R

Gl(x)dx

)
, (3.3)

Ql = −
∑

[H,Hc]

(|H| − 1)!(|Hc| − 1)!

∫

R

|u|Ĥ(u)Ĥc(u)du, (3.4)

Rl =
1

2

∫

R|Gl|

(
(|Gl| − 1)!− χ∗

Gl
(ui1 , . . . , ui|Gl|

)

)∏

i∈Gl

f̂i(ui)dui, (3.5)

with G = {G1, . . . , Gν(G)} andGl(x) =
∏

i∈Gl
fi(x). Also, the sum

∑
[H,Hc] ranges over

the ways of decomposingGl into two proper, nonempty disjoint subsetsH andHc, and

Ĥ(u) =
∏̂

i∈H fi(u) and similarly forHc. Except for Lemma 3.4, we do not need the
expansion ofχ∗

Gl
until §4.

In this section we alter this expression in two ways. First, we rearrange the formula so
that theQl terms (involving decompositions of the blocks ofG) are put in a form described
by 2-refinements ofG. When we work with the number theory side, we perform a similar
rearrangement that makes it easy to see the correspondence between these terms. The
second improvement is to reduce the number ofRl terms we must analyze by showing that
many (in fact most) of these terms vanish due to support restrictions.

3.1.1. Reindexing the RMT side.We first recast the above formula in terms of 2-refinements
of G.

Lemma 3.1. Equation(3.2) is equivalent to

∫

Rn

n∏

i=1

fi(x)W
(n)
USp(x)dx =

∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F,G)
∏

l∈Sc

(Al + Cl), (3.6)

where
∑2ref

F�G runs over all the 2-refinements ofG (includingG itself) and

D(F,G) =
∏

l∈S(F,G)

∫

R

|u|Ĥl(u)Ĥc
l (u)du, (3.7)

Al = −1

2

∫

R

Ĝl(u)du+

∫

R

Gl(x)dx, (3.8)

Cl =
1

2

∫

R|Gl|

(
1−

χ∗
Gl
(ui1, . . . , ui|Gl|

)

(|Gl| − 1)!

)∏

i∈Gl

f̂i(ui)dui, (3.9)
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andHl ∪Hc
l = Gl is the decomposition ofGl in F , with Ĥl(u) =

∏̂

i∈Hl

fi(u) and similarly

for Ĥc
l (u) (note empty products are 1).

Proof. We view the sum
∑

[H,Hc] in (3.2) as a sum
∑cvr,Gl

F≺G over all strictly finer partitions
F ≺ G that are covered byG via a decomposition ofGl into H ∪ Hc. Note that ifGl

is a singleton set, then we take the empty sum to be 0. Also, we pull the (|Gl| − 1)! and
(−1)n−ν(G) factors to the front, to make aµ(O,F ) coefficient. From (2.14) we have

− (|H| − 1)!(|Hc| − 1)!

(|Fl| − 1)!
=

µ(O,F )

µ(O,G)
. (3.10)

The new RMT formula is then
∫

Rn

n∏

i=1

fi(x)W
(n)
USp(x)dx =

∑

G∈Π(n)

2n−ν(G)µ(O,G)

ν(G)∏

l=1

(Al +Kl + Cl), (3.11)

whereAl andCl are as in equations (3.8) and (3.9), and

Kl =

cvr,Gl∑

F≺G

µ(O,F )

µ(O,G)

∫

R

|u|Ĥ(u)Ĥc(u)du, (3.12)

whereĤ(u) =
∏̂

fi∈H

fi(u), and similarly forĤc(u).

Now, we begin expanding the product
∏
(Al + Kl + Cl) to work directly with theKl

term. The goal is to re-express these terms as sums over 2-refinements ofG. We have
∫

Rn

n∏

i=1

fi(x)W
(n)
USp(x)dx =

∑

G∈Π(n)

2n−ν(G)µ(O,G)

( ∑

S⊆{1,...,ν(G)}

∏

l∈S

Kl

∏

l∈Sc

(Al + Cl)

)
.

(3.13)

We first have the following lemma, which converts theKl term from a sum over parti-
tions covered byG into a sum over 2-refinements ofG.

Lemma 3.2.LetG ∈ Π(n) and letS ⊆ {1, . . . , ν(G)} be a fixed subset (i.e., a fixed choice
of blocks ofG). Then

µ(O,G)
∏

l∈S

Kl =

2ref,S∑

F�G

µ(O,F )D(F,G), (3.14)

where
∑2ref,S

F�G runs over all the 2-refinementsF of G such thatS(F,G) = S is the set of
blocks ofG that decompose inF . The termD(F,G) is as in(3.7)andKl is as in(3.12).

Remark 3.3. In order to have any 2-refinementsF of G in the right-hand side of(3.14)
above, each of the blocksGl (l ∈ S) must not be a singleton set. Note(3.14)holds either
way. IfGl is a singleton set for somel ∈ S, theKl factor on the left-hand side and the
entire right-hand side are both empty sums, hence zero.
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Proof of Lemma 3.2.Expanding the left-hand side, we have

µ(O,G)
∏

l∈S

Kl = µ(O,G)
∏

l∈S

cvr,Gl∑

F�G

µ(O,F )

µ(O,G)

∫

R

|u|Ĥ(u)Ĥc(u)du. (3.15)

When we expand this sum, we obtain a sum of terms, each of the form

µ(O,G) ·
∏

l∈S

µ(O,F l)

µ(O,G)

∫

R

|u|Ĥl(u)Ĥc
l (u)du, (3.16)

whereF l is the partition covered byG by decomposing the blockGl = Hl∪Hc
l and leaving

the other blocks ofG unchanged.
Let F � G be the partition obtained by decomposing all theGl this way. Then each

summand corresponds to a unique suchF , a 2-refinement ofG with S(F,G) = S. By the
identity (2.15), theµ coefficient becomes

µ(O,G) ·
∏

l∈S

µ(O,F l)

µ(O,G)
= µ(O,G) · µ(O,F )

µ(O,G)
= µ(O,F ), (3.17)

so the term simplifies to

µ(O,F )
∏

l∈S

∫

R

|u|Ĥl(u)Ĥc
l (u)du = µ(O,F )D(F ,G), (3.18)

as desired.
Conversely, every 2-refinementF � G with S(F,G) = S arises (once) this way, so the

two sides of (3.14) match. �

We now return to the proof of Lemma 3.1. Next, when we sum (3.14) over all S ⊆
{1, . . . , ν(G)}, we get a sum over all the 2-refinementsF of G (includingG itself, from
S = ∅). We have
∫

Rn

n∏

i=1

fi(x)W
(n)
USp(x)dx =

∑

G∈Π(n)

2n−ν(G)
2ref∑

F�G

µ(O,F )D(F ,G)
∏

l∈Sc

(Al + Cl), (3.19)

where
∑2ref

F�G runs over all the 2-refinements ofG (includingG itself), completing the proof
of Lemma 3.1. �

3.1.2. Expanding theCl terms. We expand and simplify the
∏

l(Al + Cl) term. The fol-
lowing lemma drastically reduces the number of terms we haveto analyze.

Lemma 3.4. LetGl andGk be disjoint subsets of{1, . . . , n}. Then

Cl · Ck =

∫

R|Gl|

(
1−

χ∗
Gl
(u)

(|Gl| − 1)!

)∏

i∈Gl

f̂i(ui)dui ·
∫

R|Gk|

(
1−

χ∗
Gk
(u)

(|Gk| − 1)!

) ∏

i∈Gk

f̂i(ui)dui

= 0, (3.20)

whereχ∗
Gl
(u) is shorthand forχ∗

Gl
(ui1, . . . , ui|Gl|

), as defined in equation(3.1).
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Proof. SinceGl andGk are disjoint, we must have either
∑

i∈Gl

supp(f̂i) < 1 or
∑

j∈Gk

supp(f̂j) < 1, (3.21)

since the total support is less than 2. Without loss of generality, assumeGl’s total support
is less than 1. Then

| εi1ui1 + · · ·+ εikuik︸ ︷︷ ︸
ij∈Gl

| ≤
∑

Gl

|ui| < 1 (3.22)

in the region of support, soχ(
∑

Fl
εiui) = 1 for any εi = ±1. Sinceχ∗

Gl
is a sum of

(|Gl| − 1)! products ofχ’s, theGl integrand is identically 0. �

To emphasize the significance of this lemma, we note that instead of having to expand a
product of the form

∏k
l=1(Al + Cl) into 2k terms

k∏

l=1

(Al + Cl) =
∑

U⊆{1,...,n}

∏

l∈U

Al

∏

l /∈U

Cl, (3.23)

we only end up withk + 1 nonvanishing terms:

k∏

l=1

(Al + Cl) =
k∏

l=1

Al +
k∑

l=1

Cl ·
∏

l′ 6=l

Al′ . (3.24)

Combining Lemmas 3.4 and 3.1 yields the following.

Lemma 3.5. With notation as in Lemma 3.1,(3.2) is equivalent to
∫

Rn

n∏

i=1

fi(x)W
(n)
USp(x)dx =

∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F ,G)

(∏

l∈Sc

Al +
∑

l∈Sc

Cl ·
∏

l′ 6=l

Al′

)
. (3.25)

The expression (3.25) is the one we use when we start matchingterms with the number
theory (NT) side.

3.2. Recasting the NT formula. We now recast the NT density as a sum over 2-refinements
of partitions, bringing it closer to the RMT formula established in Lemma3.1. This allows
us to fully match one set of terms appearing on both sides. We then alter each formula
slightly to reduce the problem to a Fourier transform identity, relating the termsCl on the
RMT side (equation (3.9)) to the integrals overRk

≥0 on the number theory side (equation
(3.31)).

Gao’s expression for then-level density of zeros of quadratic Dirichlet L-functions,
which we abbreviate asW (n)

Q , is (adapted from equation (2.16) in [Gao]):
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∫

Rn

n∏

i=1

fi(x)W
(n)
Q (x)dx = lim

X→∞

π2

4X

∑

d∈D(X)

∑

F∈Π(n)

2n−ν(F )µ(O,F )

ν(F )∏

l=1

(
Al +Bl

)
,

(3.26)

where

Al =

∫

R

Fl(x)dx− 1

2

∫

R

F̂l(u)du, (3.27)

Bl = − 2

logX

∑

p

log p√
p

(
8d

p

)
F̂l

(
log p

logX

)
. (3.28)

Hered is the conductor,F = {F1, . . . , Fν(F )} andFl(x) =
∏

i∈Fl
fi(x),

∑
p is over the

primes and
(
8d
p

)
is the Legendre symbol.

Note that theAl terms are independent ofd andX. Hence, if we expand the products, the
Al terms can be pulled pastlimX→∞

∑
d∈D(X), making their contributions easy to analyze:

lim
X→∞

π2

4X

∑

d∈D(X)

(∏

l

Al

)(∏

l′

Bl′

)
=

(∏

l

Al

)
·
(

lim
X→∞

π2

4X

∑

d∈D(X)

∏

l′

Bl′

)
. (3.29)

The main difficulty comes from the expressions

lim
X→∞

π2

4X

∑

d∈D(X)

∏

l∈W

Bl, (3.30)

whereW ⊆ {1, . . . , ν(F )}, since the Legendre symbol
(
8d
p

)
in the series (3.28) introduces

a dependence ond andX.
For these, Gao develops the following formula (see equation(3.13) in [Gao]):

Lemma 3.6. LetF = {F1, . . . , Fν(F )} be as above, and letW ⊆ {1, . . . , ν(F )}. Then

lim
X→∞

π2

4X

∑

d∈D(X)

∏

l∈W

Bl = (3.31)

(
1 + (−1)|W |

2

)
2|W |

∑

(A;B)

|W |/2∏

i=1

∫ ∞

0

uiF̂ai(ui)F̂bi(ui)dui + (−2)|W |−1
∑

W2(W
|W2| even

( ∑

(C;D)

|W2|/2∏

i=1

∫ ∞

0

uiF̂ci(ui)F̂di(ui)dui

)
·
(∫

R
|Wc

2
|

≥0

( ∑

I(W c
2

(−1)|I|χ̃(
∑

Ic

ui −
∑

I

ui)

)∏

W c
2

F̂i(ui)dui

)
,

whereW c
2 = W \W2, and the notations

∑
(A;B) and

∑
(C;D) run over the ways of pairing

up the elements ofW andW2, respectively. Also,̃χ is the indicator function of the interval
(1,∞). Empty products are 1.
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We now obtain the general formula for then-level density by combining expressions
(3.26) and (3.31) and using the expansion

ν(F )∏

i=1

(Al +Bl) =
∑

W⊆{1,...,ν(F )}

∏

W c

Al

∏

W

Bl. (3.32)

3.2.1. Reindexing the NT side.We put the NT formula in a form closer to the RMT for-
mula, as a sum indexed by 2-refinements of partitions. We establish the following.

Lemma 3.7. Gao’s expression(3.26)for the NT density is equivalent to
∫

Rn

n∏

i=1

fi(x)W
(n)
Q (x)dx =

∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F,G)

(∏

l∈Sc

Al −
1

2

∑

T⊆Sc

E(G, T )
∏

l∈Sc−T

Al

)
, (3.33)

where
∑2ref

F�G runs over the 2-refinementsF ofG, the setsS(F,G) andSc = Sc(F,G) are
as in Definition 2.2, and

D(F,G) =
∏

l∈S(F,G)

∫

R

|u|Ĥl(u)Ĥc
l (u)du, (3.34)

Al =
−1

2

∫

R

Ĝl(u)du+

∫

R

Gl(x)dx, (3.35)

E(G, T ) = 2|T |

∫

R
|T |
≥0

(∑

I⊆T

(−1)|I|χ̃(
∑

I

ui −
∑

Ic

ui)

)∏

l∈T

Ĝl(ul)dul, (3.36)

where forl ∈ S(F ,G), Gl = Hl ∪ Hc
l is the decomposition of the blockGl into blocks

of F , andχ̃ is the indicator function of(1,∞). Empty products are 1 and empty sums, in
particularE(G,∅), are 0.

In order to prove Lemma 3.7, we first alter formula (3.31) for the
∏

Bl terms.

Lemma 3.8. LetF ∈ Π(n) andW ⊆ {1, . . . , ν(F )}. The following formula is equivalent
to Gao’s Lemma 3.31:

lim
X→∞

π2

4X

∑

d∈D(X)

∏

l∈W

Bl =

(
1 + (−1)|W |

2

)( 2cor,W∑

G�F

2ν(F )−ν(G)D(F,G)

)

− 1

2

∑

W2⊆W
|W2| even

( 2cor,W2∑

G�F

2ν(F )−ν(G)D(F,G)

)
E(F ,W c

2 ), (3.37)

where
∑2cor,W

G�F and
∑2cor,W2

G�F run over the partitionsG 2-coarser thanF with W (F,G) =
W andW2, respectively, and the other notation is as in Lemma 3.7.
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Proof. If |W | is even, we claim

2|W |
∑

(A;B)

|W |/2∏

i=1

∫ ∞

0

u F̂ai(u)F̂bi(u)du =

2cor,W∑

G�F

2ν(F )−ν(G)D(F,G), (3.38)

where the left-hand side is as in Gao’s formula, (3.31). (Thesame identity holds withW
replaced byW2.) To see this, first note that by Remark2.3, each way of pairing up the
elements of an even subsetW ⊆ {1, . . . , ν(F )} corresponds to a unique partitionG that is
2-coarser thanF , with W (F ,G) = W . This correspondence is one of the key ingredients,
as it allows us to begin expressing the sum in terms of 2-coarser partitions. Later we will
switch orders of summation, converting sums over 2-coarserpartitions into sums over 2-
refinements, which is what we have on the RMT side.

Thus

2|W |
∑

(A;B)

|W |/2∏

i=1

∫ ∞

0

u F̂ai(u)F̂bi(u)du = 2|W |

2cor,W∑

G�F

|W |/2∏

i=1

∫ ∞

0

u F̂ai(u)F̂bi(u)du. (3.39)

For the integrands, observe that pairingFl1 with Fl2 to form a blockGl of G is equivalent
to decomposingGl into two subsetsGl = Hl ∪ Hc

l with Hl = Fl1 andHc
l = Fl2 . Since

eachF̂li is an even function, we can replace
∫∞

0
with 1

2

∫
R
, andu F̂l1(u)F̂l2(u) becomes

|u|F̂l1(u)F̂l2(u), as in the definition of the termD(F ,G):

2|W |

2cor,W∑

G�F

|W |/2∏

i=1

∫ ∞

0

u F̂ai(u)F̂bi(u)du = 2|W |

2cor,W∑

G�F

2−|W |/2D(F,G). (3.40)

Finally, for the2|W |/2 coefficient, observe thatν(F ) − ν(G) = |W |/2, since each pairing
reduces the total number of blocks by 1. We apply identity (3.38) to both the

∑
(A;B) and∑

(C;D) terms in Gao’s expression (3.31) to obtain the desired form (3.37). �

We return to the proof of Lemma 3.7. Applying Lemma 3.8 to Gao’s expression (3.26) for
the NT density gives

∫

Rn

n∏

i=1

fi(x)W
(n)
Q (x)dx

=
∑

F∈Π(n)

2n−ν(F )µ(O,F )
∑

W⊆{1,...,ν(F )}

(∏

l /∈W

Al

)(
lim

X→∞

π2

4X

∑

d∈D(X)

∏

l∈W

Bl

)

= S1 + S2, (3.41)
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where

S1 =
∑

F∈Π(n)

2n−ν(F )µ(O,F )
∑

W⊆{1,...,ν(F )}
|W | even

(∏

l /∈W

Al

)( 2cor,W∑

G�F

2ν(F )−ν(G)D(F,G)

)
,

(3.42)

S2 = −1

2

∑

F∈Π(n)

2n−ν(F )µ(O,F )
∑

W⊆{1,...,ν(F )}

(∏

l /∈W

Al

)
·

∑

W2⊆W
|W2| even

( 2cor,W2∑

G�F

2ν(F )−ν(G)D(F,G)

)
E(F ,W c

2 ). (3.43)

We work withS1 andS2 separately, sinceS2 includes an extra summation. ForS1, we
have

S1 =
∑

F∈Π(n)

2n−ν(F )µ(O,F )
∑

W⊆{1,...,ν(F )}
|W | even

(∏

l /∈W

Al

)( 2cor,W∑

G�F

2ν(F )−ν(G)D(F ,G)

)

=
∑

F∈Π(n)

∑

W⊆{1,...,ν(F )}
|W | even

2cor,W∑

G�F

2n−ν(G)µ(O,F )D(F,G)
∏

l /∈W

Al. (3.44)

Now the double sum
∑

W⊆{1,...,ν(F )}
|W | even

2cor,W∑

G�F

is equivalent to summing over all the partitions

G that are 2-coarser thanF , i.e.,
∑2cor

G�F , since every suchG arises exactly once this way
(includingG = F , from the caseW = ∅). Note that the set{l /∈ W} is just the list of
blocks that are common to bothF andG, so it is the same asSc(F,G). By switching the
order of summation ofF andG, we obtain

S1 =
∑

F∈Π(n)

2cor∑

G�F

2n−ν(G)µ(O,F )D(F,G)
∏

l∈Sc(F ,G)

Al

=
∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F ,G)
∏

l∈Sc(F ,G)

Al. (3.45)
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The termS2 is more delicate, since it includes an extra summation:

S2 = −1

2

∑

F∈Π(n)

2n−ν(F )µ(O,F )
∑

W⊆{1,...,ν(F )}

(∏

l /∈W

Al

)

∑

W2⊆W
|W2| even

( 2cor,W2∑

G�F

2ν(F )−ν(G)D(F ,G)

)
E(F,W c

2 )

= −1

2

∑

F∈Π(n)

∑

W⊆{1,...,ν(F )}

∑

W2⊆W
|W2| even

2cor,W2∑

G�F

2n−ν(G)µ(O,F )D(F,G)E(F ,W \W2)
∏

l /∈W

Al.

(3.46)

We switch the choice of subsetsW,W2 ⊆ {1, . . . , ν(F )}. In particular, the choices of
W andW2 effectively partition{1, . . . , ν(F )} into three disjoint subsets:

W2 (with |W2| even): lists the blocks ofF merged to form blocks ofG in theD(F,G) term
W −W2: lists the blocks to go in theE term,

{1, . . . , ν(F )} −W : lists the blocks to go in the
∏

Al term.

We switch this so thatW2 is chosen first, which allows us to pull the
∑2cor,W2

F≤G to the
front. In other words, we chooseW2, followed by a disjoint setT ⊆ {1, . . . , ν(F )} −W2,
which lists the blocks to go in theE term. With this change, theE(F ,W \W2) is replaced
by E(F, T ), and

∏
l /∈W Al becomes

∏
l /∈W2∪T

Al. Now we can pull the
∑2cor,W2

G�F outward:

S2 = −1

2

∑

F∈Π(n)

∑

W2⊆{1,...,ν(F )}
|W2| even

∑

T⊆W c
2

2cor,W2∑

G�F

2n−ν(G)µ(O,F )D(F,G)E(F, T )
∏

l /∈T∪W2

Al

= −1

2

∑

F∈Π(n)

∑

W2⊆{1,...,ν(F )}
|W2| even

2cor,W2∑

G�F

∑

T⊆W c
2

2n−ν(G)µ(O,F )D(F,G)E(F, T )
∏

l /∈T∪W2

Al.

(3.47)

Now the summation
∑

|W2| even

∑2cor,W2

G is the same as what we encountered in our analysis
of S1, a sum overall partitionsG that are 2-coarser thanF (includingG = F , from the
caseW2 = ∅). The setW c

2 is the same asSc(F ,G), the list of blocks common to both
partitions, so we rewrite

∑
T⊆W c

2
as
∑

T⊆Sc(F ,G) and
∏

l /∈T∪W2
with

∏
l∈Sc−T . We obtain

S2 = −1

2

∑

F∈Π(n)

2cor∑

G�F

2n−ν(G)µ(O,F )D(F,G)
∑

T⊆Sc(F ,G)

E(F , T )
∏

l∈Sc−T

Al. (3.48)
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Now we switch the
∑

F and
∑

G, convertingS2 into a sum over 2-refinements:

S2 = −1

2

∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F,G)
∑

T⊆Sc(F ,G)

E(F, T )
∏

l∈Sc−T

Al. (3.49)

Finally, we rewriteE(F, T ) = E(G, T ). This is just a relabeling, sinceT ⊆ Sc, the
set of blocksFl ∈ F that are unchanged inG, and the integral overR|T |

≥0 in the definition

of E (equation (3.36)) only involves the functionŝFl(ul) wherel ∈ T . Nonetheless, it is
important as it expresses theE term in terms of the outermost summation

∑
G.

Putting together our expressions (3.45) forS1 and (3.49) forS2 yields an NT formula
expressed in terms of 2-refinements:

∫

Rn

n∏

i=1

fi(x)W
(n)
Q (x)dx =

∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F,G)

(∏

l∈Sc

Al −
1

2

∑

T⊆Sc

E(G, T )
∏

l∈Sc−T

Al

)
. (3.50)

This completes the proof of Lemma 3.7. �

Remark 3.9. The key step in the proof of Lemma 3.7 was to switch the orders of summation
of F andG in the NT density, replacing a sum over 2-coarser partitionsby a sum over 2-
refinements. On the RMT side, 2-refinements already appearednaturally as products of the
termsQl (equation(3.4)), and thus no switch was necessary.

3.3. Reducing to the Fourier identity. Lemmas 3.5 and 3.7 establish the following forms
for the RMT and NT density expressions,W

(n)
USp andW (n)

Q :

RMT :

∫

Rn

n∏

i=1

fi(x)W
(n)
USp(x)dx =

∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F,G)

(∏

l∈Sc

Al +
∑

l∈Sc

Cl ·
∏

l′ 6=l

Al′

)
, (3.51)

NT :

∫

Rn

n∏

i=1

fi(x)W
(n)
Q (x)dx =

∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F,G)

(∏

l∈Sc

Al −
1

2

∑

T⊆Sc

E(G, T )
∏

l∈Sc−T

Al

)
, (3.52)
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where
∑2ref

F�G runs over the 2-refinementsF of G, and

D(F,G) =
∏

l∈S(F,G)

∫

R

|u|Ĥl(u)Ĥc
l (u)du, (3.53)

Al =
−1

2

∫

R

Ĝl(u)du+

∫

R

Gl(x)dx, (3.54)

Cl =
1

2

∫

R|Gl|

(
1−

χ∗
Gl
(ui1, . . . , ui|Gl|

)

(|Gl| − 1)!

)∏

i∈Gl

f̂i(ui)dui, (3.55)

E(G, T ) = 2|T |

∫

R
|T |
≥0

(∑

I⊆T

(−1)|I|χ̃(
∑

I

ui −
∑

Ic

ui)

)∏

l∈T

Ĝl(ul)dul, (3.56)

where forl ∈ S(F,G), Gl = Hl ∪ Hc
l is the decomposition of the blockGl into blocks

of F , andχ̃ is the indicator function of(1,∞). Empty products are 1 and empty sums, in
particularE(G,∅), are 0.

We have some cancelation right away: namely, the terms
∏

l∈Sc Al withoutCl orE(G, T )
factors match, since the new expressions count all theD(F,G) factors the same way on
both sides. Compare this with the original density expressions (3.2) and (3.26), which only
make it easy to see equality between the terms with allAl factors (without any of theCl,
E(G, T ) or D(F,G) factors). Those terms show up in the new expressions as the trivial
2-refinements whereF = G.

Unfortunately, with the expressions above, the sumsdo notmatch term-by-term: theE
terms combine across many different 2-refinement pairs(G,F ). The goal of this section is
to reduce the Density Conjecture to an identity relating theE(G, T ) to theCl terms. We
use Mobius inversion to express the identity in a fairly simple way. We then verify the
identity forn ≤ 7 by breaking down the remaining combinatorics.

3.3.1. Isolating theCl andE terms. By canceling the matching terms in the two densities,
we are reduced to showing equality between

RMT =
∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F,G)
∑

l∈Sc

Cl ·
∏

l′ 6=l

Al′, (3.57)

NT = −1

2

∑

G∈Π(n)

2ref∑

F�G

2n−ν(G)µ(O,F )D(F,G)
∑

T⊆Sc

E(G, T )
∏

l∈Sc−T

Al, (3.58)

with notation as in (3.53)-(3.56). Note that these expression arenot the same as then-level
density expressions, (3.51) and (3.52): all the matching terms have been removed.

In this section, we rewrite theC andE terms to depend only onT , notG. This allows
us to pull them outside the summation

∑
G

∑
F . We show the following.
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Lemma 3.10.Equations(3.57)and (3.58)are equivalent to

RMT =
1

2

∑

U⊆{1,...,n}

(
2|U|C(OU)

)
· Rest(U c), (3.59)

NT =
1

2

∑

U⊆{1,...,n}

(
2|U|

∑

T ∈Π(U)

µ(OU , T )E(T )

)
·Rest(U c), (3.60)

where

Rest(U c) =
∑

G∈Π(Uc)

2ref∑

F�G

2|U
c|−ν(G)µ(OUc , F )D(F,G)

∏

l∈Sc

Al, (3.61)

C(T ) =
1

2

∫

Rν(T )

(
µ(T , N) + (−1)ν(T )χ∗

ν(T )(u1, . . . , uν(T ))

) ν(T )∏

l=1

T̂l(ul)dul,

(3.62)

E(T ) =

∫

R
ν(T )
≥0

( ∑

I⊆{1,...,ν(T )}

(−1)|I|+1χ̃(
∑

I

ui −
∑

Ic

ui)

) ν(T )∏

l=1

T̂l(ul)dul, (3.63)

andOU is the minimal element ofΠ(U) (all singleton blocks), and the rest of the nota-
tion is as above. Note thatµ(T , N) = (−1)ν(T )−1(ν(T ) − 1)! and soµ(OU , NU) =
(−1)|U|−1(|U| − 1)!.

Proof. We first work with the NT side. First of all, from the definitionin (3.56),E(G, T )
is an integral involving only the functions

Ĝl(u) =
∏̂

i∈Gl

fi(u) (3.64)

from the blocksGl, l ∈ T . We obtain theE term by choosing a partitionG ∈ Π(n),
followed by a 2-refinementF , followed by a choice of blocksT ⊆ Sc(F ,G).

To isolate theE term, we switch orders. We first choose a subsetU ⊆ {1, . . . n} of test
functions and a partitionT ∈ Π(U), and then choose a partition of the remaining elements,
G′ ∈ Π(U c), and a 2-refinementF ′ of G′. We useE(T ), as defined in (3.63). Note that
E(G, T ) = (−1) · 2ν(T )E(T ). (Compare (3.63) and (3.56).)

So, for each term we have

E(G, T )D(F,G)
∏

l∈Sc(F ,G)−T

Al = −2ν(T )E(T )D(F ′, G′)
∏

l∈Sc

Al. (3.65)
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For the2n−ν(G)µ(O,F ) coefficient, we have to pull out a factor of2|U|−ν(T )µ(OU , T )
(whereOU is the minimal element ofΠ(U)):

2n−ν(G)µ(O,F ) = 2n−ν(G)(−1)n−ν(F )

ν(F )∏

l=1

(|Fl| − 1)!

=

(
2|U|−ν(T )µ(OU , T )

)(
2|U

c|−ν(G′)µ(OUc , F ′)

)
. (3.66)

Note that the2−ν(T ) will cancel with the2ν(T ) coefficient onE(T ) in (3.65).
This gives the desired expression for the number theory side:

1

2

∑

U⊆{1,...,n}

( ∑

T ∈Π(U)

2|U|µ(O, T )E(T )

) ∑

G∈Π(Uc)

2ref∑

F�G

2|U
c|−ν(G)µ(O,F )D(F,G)

∏

l∈Sc

Al,

(3.67)
as desired.

We proceed similarly for the random matrix theory side. First of all, theCl term ap-
pearing in (3.55) always has the test functions arranged as

∏
i∈Gl

f̂i(ui)dui, for some block
Gl of G, with each test function Fourier-transformed separately.Thus with notation as in
(3.62), theCl term always takes the form

Cl =
(−1)|U|−1

(|U| − 1)!
C(OU) =

1

µ(OU , N)
C(OU), (3.68)

whereU = Gl ⊆ {1, . . . , n} andOU is the minimal element ofΠ(U), with each test
function in its own (singleton) block. (It is nonetheless necessary to defineC(T ) for any
partitionT ∈ Π(U), in order to use Mobius inversion later.)

The argument is now similar to (in fact more straightforwardthan) the NT side. TheCl

term in (3.58) arises choosing a partitionG ∈ Π(n), a 2-refinementF of G, and a single
blockGl ∈ Sc(F,G) to put in theCl term.

We switch orders. We first choose a subsetU ⊆ {1, . . . , n} (from which to get aC(OU)
term), then choose a partitionG′ ∈ Π(U c) and a 2-refinementF ′ of G′. As with the
RMT side, theD(F ,G) andAl terms are unaffected, but we have to break up the Mobius
coefficientµ(O,F ). As the(|Fl| − 1)! factor cancels the 1

(|U|−1)!
factor on theC(OU) term,

the coefficient becomes

2n−ν(G)µ(O,F ) · Cl = 2n−ν(G)(−1)n−ν(F )

ν(F )∏

l=1

(|Fl| − 1)! · (−1)|U|−1

(|U| − 1)!
C(OU)

=

(
2|U|−1C(OU)

)(
2|U

c|−ν(G′)µ(OUc , F ′)

)
. (3.69)

So for a single term, we have

2n−ν(G)µ(O,F )D(F,G)Cl

∏

l′ 6=l

Al′ = 2|U|−1C(OU)

(
2|U

c|−ν(F ′)µ(OUc , F ′)D(F ′, G′)
∏

l∈Sc

Al

)
.

(3.70)
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Thus the RMT side becomes

RMT =
1

2

∑

U⊆{1,...,n}

2|U|C(OU)
∑

G∈Π(Uc)

2ref∑

F�G

2|U
c|−ν(G)µ(O,F )D(F ,G)

∏

l∈Sc

Al, (3.71)

which is the desired expression. �

3.3.2. The Fourier identity.Lemma 3.10 reduces the density conjecture to showing that
the two expressions (3.59) and (3.60) are equal. These expressions separate theC andE
terms from the others, so the question is: how do they match up? We believe the follow-
ing conjecture, which essentially says that they match term-by-term in the form given by
Lemma 3.10.

Conjecture 3.11 (Fourier Identity 1). With notation as in Lemma 3.10, and∗ denoting
(incidence algebra) convolution,C is the Mobius transform ofE:

C = µ ∗ E, or equivalentlyζ ∗ C = E, (3.72)

as functions onΠ(U).
In particular, the identity we need, which we apply once for each subsetU ⊆ {1, . . . , n},

is simply

Conjecture 3.12(Fourier Identity 2). With notation as in Lemma 3.10,

C(OU) =
∑

T ∈Π(U)

µ(OU , T )E(T ). (3.73)

Equivalently, by Mobius inversion,
∑

T ∈Π(U)

C(T ) = E(OU). (3.74)

It is clear that Conjecture 3.11 implies Conjecture 3.12 andConjecture 3.12 implies the
Density Conjecture. In fact, Conjecture 3.12 is equivalentto Conjecture 3.11 (and, as such,
it must be true by the results of [ER-GR], though there shouldbe a purely combinatorial
proof of this fact). The equivalence stems from the fact thatif F ∈ Π(n) hask blocks
F1, . . . , Fk, thenC(F ) andE(F ) are the same as the integralsC(O), E(O) for O ∈ Π(k),
using theFi(x) as a new set of test functions. Thus, if the identity (3.74) holds for k ≤ n
(for all choices of test function), so does the identity (3.73).

For our purposes, identity (3.74) is preferable since, in contrast to (3.73), all the sum-
mands are easy to convert to integrals over the same region (Rn

≥0), which we do in §4. We
summarize our results so far.

Theorem 3.13(Reduction to Fourier Identity). Let f1, . . . , fn be even test functions with
f̂1, . . . , f̂n supported in

∑n
i=1 |ui| < 2. The Fourier identity(3.74), with U = {1, . . . , n},

implies the Density Conjecture for quadratic DirichletL-functions,
∫

Rn

n∏

i=1

fi(x)W
(n)
USp(x)dx =

∫

Rn

n∏

i=1

fi(x)W
(n)
Q (x)dx. (3.75)
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In the next section, we study the Fourier identity further and put it in a ‘canonical’ form,
which we use to verify the casesn ≤ 7. We prove

Theorem 3.14(Density Conjecture,n ≤ 7). With notation and assumptions as in Theorem
3.13, the Fourier Identity(3.74)holds forn ≤ 7 (for all U ⊆ {1, . . . , n}).

The above immediately implies our main result, Theorem 1.1.In particular, forn ≤ 7
then-level density of zeros of quadratic DirichletL-functions{L(s, χ8d)} (with d ∈ N odd
and square-free) is the same as then-level eigenvalue density of the Unitary Symplectic
Ensemble (for test functions where the sum of the supports isat most 2).

The remainder of the paper is devoted to the proof of the Fourier Identity and Theorem
3.14.

4. THE FOURIER IDENTITY

In this section we consider the Fourier Identity (3.74) for afixedn:
∑

F∈Π(n)

C(F ) = E(O), (4.1)

where forF ∈ Π(n),

C(F ) =
1

2

∫

Rν(F )

(
µ(F,N) + (−1)ν(F )χ∗

ν(F )(u1, . . . , uν(F ))

) ν(F )∏

l=1

F̂l(ul)dul, (4.2)

E(O) =

∫

Rn
≥0

( ∑

I⊆{1,...,n}

(−1)|I|+1χ̃(
∑

I

ui −
∑

Ic

ui)

) n∏

i=1

f̂i(ui)dui; (4.3)

see Definition 3.1 for the definition ofχ∗
ν(F ).

We first reduce the Fourier Identity to a canonical form. Our method is to convert all
the summandsC(F ) to integrals overRn

≥0 and reduce to a sum of products of indicator
functions of the form

χ̃(ε1u1 + · · ·+ εnun), χ̃ = I(1,∞), (4.4)

with eachεi = ±1. We examine, for each term, the set{i : εi = +1}, and use combinato-
rial arguments and the assumption

∑
supp(f̂i) < 2 to simplify some terms and show that

others are identically zero. We start by reducing to a canonical form:

Proposition 4.1(Fourier identity, canonical form). With notation as above,

∑

F∈Π(n)

C(F ) =

∫

Rn
≥0

C0(u1, . . . , un)

n∏

i=1

f̂i(ui)dui, (4.5)

where

C0(u1, . . . , un) =
∑

J⊆{2,...,n}

∑

chainsA
A1 = {1}

(−1)n−k

k∏

i=1

(χ̃Ai△J + χ̃Ac
i△J), (4.6)
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whereA ranges over the chainsA1 ⊂ · · · ⊂ Ak, such thatA1 = {1}, and for a subset
W ⊆ {1, . . . , n}, we write

χ̃W : = χ̃
(∑

i∈W

ui −
∑

i/∈W

ui

)
, χ̃ = I(1,∞), (4.7)

and△ denotes symmetric difference.

Hence, comparing (4.3) and (4.5), the identity of functions

C0(u1, . . . , un) =
∑

I⊆{1,...,n}

(−1)|I|+1χ̃I (4.8)

on the simplex{ui > 0;
∑

ui < 2} ⊂ Rn implies the Fourier identity (3.74).
While we are unable to prove (4.8) for alln, we give a method for checking it for specific

values ofn. Our method is partly ad hoc, but suffices forn ≤ 7 (for largern, the computa-
tions are the same, but become intractable). We note that forn = 1, 2, 3, the identities (4.1)
appear in [Gao] as, respectively, the last (unnumbered) equations on pages 57 and 58, and
equation (5.7).

4.1. The canonical form. We first reduce (4.1) to a sum of indicator functions by convert-
ing all integrals to the regionRn

≥0.

Lemma 4.2. With notation as above, the Fourier Identity(4.1) for n > 1 follows from the
equality of indicator functions

∑

F∈Π(n)

C ′(F ) = E ′(O) (4.9)

on the region{0 < ui < supp(f̂i), i = 1, . . . , n)} ⊂ Rn
≥0, where

C ′(F ) =
1

2

∑

εi=±1,
i=1,...,n

(
µ(F ,N) + (−1)ν(F )χ∗

ν(F )

(∑

i∈F1

εiui, . . . ,
∑

i∈Fν(F )

εiui

))
, (4.10)

E ′(O) =
∑

I⊆{1,...,n}

(−1)|I|+1χ̃(
∑

I

ui −
∑

Ic

ui). (4.11)

(Note thatE ′(O) is just the sum of indicator functions in the integrand ofE(O).)

Proof. Our test functionsf1, . . . , fn are all even, so we have two identities. First, for any
partitionF ∈ Π(n) havingk blocks,
∫

Rk

g(u1, . . . , uk)
k∏

i=1

F̂i(ui)dui =

∫

Rn

g
(∑

i∈F1

ui, . . . ,
∑

i∈Fν(F )

ui

) n∏

i=1

f̂i(ui)dui (4.12)

holds for any integrandg via a linear change of variables. Second,
∫

Rn

h(u1, . . . , un)

n∏

i=1

f̂i(ui)dui =
∑

εi=±1
i=1,...,n

∫

Rn
≥0

h(ε1u1, . . . , εnun)

n∏

i=1

f̂i(ui)dui (4.13)
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holds for anyh. Applying these transformations gives, with notation as in(4.10),

C(F ) =

∫

Rn
≥0

C ′(F ) ·
n∏

i=1

f̂i(ui)dui, (4.14)

which is the desired expression. �

We use the identity
χ(u) = 1− χ̃(u)− χ̃(−u) (4.15)

to rewrite the left-hand side as a sum of products of terms of the formχ̃(
∑

εiui) with each
εi = ±1. The advantage of using̃χ throughout comes from not being an even function: to
know whetherχ(

∑
εiui) = 0, we need to consider both

∑
εiui > 1 and

∑
εiui < −1, but

with χ̃ only the first case matters. This will facilitate several simplifications.

Definition 4.3 (Combinatorial notation). We adopt the following notation: given a term
χ̃(ε1u1+ · · ·+εnun), letA be the set of indices for whichεi = +1 andAc the set for which
εi = −1. We define

χ̃A := χ̃(
∑

A

uai −
∑

Ac

uai). (4.16)

This notation reduces arguments about products ofχ̃(
∑

i εiui) to combinatorial argu-
ments about subsetsA ⊆ {1, . . . , n}. Theχ∗ integrand for a partitionF ∈ Π(n) is thus, in
combinatorial notation,

χ∗(F ) =
∑

π∈Sν(F )

π(1)=1

ν(F )∏

i=1

(
1− χ̃Fπ(1)∪···∪Fπ(i)

− χ̃(Fπ(1)∪···∪Fπ(i))c
)
, (4.17)

whereSν(F ) is the group of permutations of{1, . . . , ν(F )}.
Changing the signs of some of theεi in χ̃A is equivalent to taking a symmetric difference,

replacingχ̃A with χ̃A△J , whereJ ⊆ {1, . . . , n} is the set of indices whose signs have been
changed. We note thatµ(F,N) = (−1)ν(F )−1(ν(F ) − 1)! is the same as the number of
permutations on the inner sum. We thus write

C ′(F ) =
1

2

∑

J⊆{1,...,n}

(
µ(F,N)

+ (−1)ν(F )
∑

π∈Sν(F )

π(1)=1

ν(F )∏

i=1

(
1− χ̃(Fπ(1)∪···∪Fπ(i))△J − χ̃(Fπ(1)∪···∪Fπ(i))△Jc

))

=
1

2

∑

J⊆{1,...,n}

∑

π∈Sν(F )

π(1)=1

(
(−1)ν(F )−1

+

ν(F )∏

i=1

(
χ̃(Fπ(1)∪···∪Fπ(i))△J + χ̃(Fπ(1)∪···∪Fπ(i))△Jc − 1

))
. (4.18)
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In combinatorial notation, the right-hand side of (4.9) is just

E ′(O) =
∑

I⊆{1,...,n}

(−1)|I|+1χ̃I . (4.19)

To shorten the notation, we write the summands in terms of chains rather than partitions.
Given a partitionF ∈ Π(n) and a permutationπ ∈ Sν(F ), such thatπ(1) = 1, we obtain an
ascending chain

Fπ(1) ⊂ Fπ(1) ∪ Fπ(2) ⊂ · · · ⊂ Fπ(1) ∪ · · · ∪ Fπ(k) = {1, . . . , n}. (4.20)

Thus each choice ofF andπ corresponds uniquely to a strictly ascending chain

A : A1 ( A2 ( · · · ( Ak (4.21)

of subsets of{1, . . . , n} such that1 ∈ A1 andAk = {1, . . . , n}. The corresponding product
of indicator functions is then

(χ̃A1△J + χ̃Ac
1△J − 1)(χ̃A2△J + χ̃Ac

2△J − 1) · · · (χ̃Ak△J + χ̃Ac
k
△J − 1). (4.22)

Thus we can write the left-hand side of (4.9) as

∑

F∈Π(n)

C ′(F ) =
1

2

∑

J⊆{1,...,n}

∑

chainsA,1∈A1

Ak = {1,...,n}

(
(−1)k−1 +

k∏

i=1

(χ̃Ai△J + χ̃Ai△Jc − 1)

)
, (4.23)

whereA ranges over all ascending chains of subsets of{1, . . . , n} such that1 ∈ A1 and
Ak = {1, . . . , n} is the last (largest) set in the chain.

Observe that a given product ofχ̃ terms occurs many times in the sum (4.23) when the
(−1) factors are expanded. We account for this cancelation belowand give the canonical
form of the Fourier Identity. We employ the following standard facts about chains.

Proposition 4.4(Sums over chains). LetA andB be chains. IfA = A1 ⊂ · · · ⊂ Ak, write
k = |A|, and ifB is a subchain ofA, writeA � B. For a fixedB with 1 ∈ B1,

∑

A�B,1∈A1,
Ak={1,...,n}

(−1)|A| =

{
(−1)n if B1 = {1},
0 otherwise.

(4.24)

See appendix B for a proof.

Lemma 4.5(Fourier identity, canonical form). With notation as above,

∑

F∈Π(n)

C ′(F ) =
∑

J⊆{2,...,n}

∑

chainsA
A1 = {1}

(−1)n−|A|

|A|∏

i=1

(χ̃Ai△J + χ̃Ac
i△J), (4.25)

whereA ranges over the chainsA1 ⊂ · · · ⊂ Ak (k = |A|) such thatA1 = {1}. (We do not
requireAk = {1, . . . , n}.)
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Proof. Consider the expansion for
∑

F∈Π(n) C
′(F ) in (4.23). Since the right hand side is

invariant under interchangingJ andJc, we replace1
2

∑
J⊆{1,...,n} with

∑
J⊆{2,...,n}; that is,

we may assume without loss of generality that1 /∈ J .
Now we expand the(−1) factors in (4.23). The(−1)k cancels with the(−1)k−1, so we

are left with∑

F∈Π(n)

C ′(F ) =
∑

J⊆{2,...,n}

∑

chainsA,1∈A1
Ak = {1,...,n}

∑

W⊆{1,...,t}
W 6=∅

(−1)|A|−|W |
∏

i∈W

(χ̃Ai△J + χ̃Ai△Jc)

=
∑

J⊆{2,...,n}

∑

chainsA,1∈A1

Ak = {1,...,n}

∑

chainsB�A
B6=∅

(−1)|A|−|B|
∏

B

(χ̃Bi△J + χ̃Bi△Jc), (4.26)

whereB ranges over the subchains ofA (excluding the ‘empty chain’ with no sets). We
switch orders of summation onB andA. We have∑

chainsA,1∈A1
Ak = {1,...,n}

∑

∅ 6=B�A

=
∑

B
1∈B1

∑

A�B,1∈A1,
Ak = {1,...,n}

, (4.27)

and so∑

F∈Π(n)

C ′(F ) =
∑

J⊆{2,...,n}

∑

chainsB
1∈B1

(−1)|B|
∏

B

(χ̃Bi△J + χ̃Bi△Jc)
( ∑

A�B,1∈A1,
Ak = {1,...,n}

(−1)|A|
)

=
∑

J⊆{2,...,n}

∑

chainsB
B1 = {1}

(−1)n−|B|
∏

B

(χ̃Bi△J + χ̃Bi△Jc) (4.28)

by Proposition 4.4. �

4.2. Breaking down the combinatorics. We describe our approach to confirm the Fourier
identity (4.9) in the casesn ≤ 7. These arguments are impractical to do by hand forn ≥ 4;
we ran them in Mathematica with code available at

• http://www-personal.umich.edu/~jakelev/
• http://web.williams.edu/Mathematics/sjmiller/public_html/math/papers/jakel/FourierIdentity.tar.

The simplifications we use are as follows.

Lemma 4.6(Simplifications). LetA,B ⊂ {1, . . . , n}. Then

χ̃A · χ̃B = χ̃A wheneverA ⊂ B. (4.29)

LetA1, . . . , Ak ⊆ {1, . . . , n}, with k ≥ 2. For eachi ∈ {1, . . . , n}, let ei be the number of
theAj ’s that containi. Then

χ̃A1 · · · χ̃Ak
= 0 if ei ≤ 3

4
k for each i ∈ {1, . . . , n}. (4.30)

The first equation says, equivalently, that given a productχ̃A1 · · · χ̃Ak
, we need only keep

theχ̃Aj
’s for which the subsetsAj ⊂ {1, . . . , n}’s are minimal with respect to containment,

i.e., theχ̃ terms having few positive signs. The identity is essentially a formal sum of
antichains, with additional relations such as (4.30). We remark also that fork = 2, (4.30)
is just the statement̃χA · χ̃B = 0 whenA ∩B = ∅.

http://www-personal.umich.edu/~jakelev/
http://web.williams.edu/Mathematics/sjmiller/public_html/math/papers/jakel/FourierIdentity.tar
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Proof of (4.29). If A ⊂ B, thenBc ⊂ Ac, so we have the inequalities
∑

B

ubi ≥
∑

A

uai and
∑

Ac

uai ≥
∑

Bc

ubi. (4.31)

Combining these yields that whenever
∑

A uai −
∑

Ac uai > 1, we also have
∑

B

ubi −
∑

Bc

ubi ≥
∑

A

uai −
∑

Ac

uai ≥ 1. (4.32)

So if χ̃A = 1, it follows thatχ̃B = 1 (if χ̃A = 0, then both sides of (4.29) are 0). �

Proof of (4.30). Add the inequalities
∑

a∈Aj
ua −

∑
a′∈Ac

j
ua′ > 1 together. Then+ui

occursei times and−ui occursk − ei times, so the result is

(2ei − k)u1 + · · ·+ (2en − k)un > k. (4.33)

The conditionei ≤ 3
4
k is the same ask

2
≥ 2ei − k, yielding

k
2
(u1 + · · ·+ un) > k, (4.34)

that is,u1 + · · ·+ un > 2, violating the support restriction. �

Remark 4.7. For k ≤ 4, the second condition(4.30) is equivalent to
⋂k

i=1Ai = ∅. For
k > 4 it is a stronger condition.

In sum, our method of verifying the Fourier identity (4.9) isto apply the simplifications
above to the sum (4.25) to simplify and remove terms. We are able to verify the casesn ≤ 7
this way; forn = 8 the verification becomes intractable, since the number of terms in the
left-hand side of (4.9) becomes large (2n· sequence A027882 in the Online Encylopedia of
Integer Sequences).

Although we cannot prove the identity for alln, we give one last conjecture that indicates
one way of grouping terms in the identity.

Conjecture 4.8. For fixedn andJ ⊆ {2, . . . , n}, let

simp1(J ;n) =

( ∑

A⊆{J}

(−1)|A|χ̃A∪{1}

)
·
( ∑

B:J⊆B⊆{2,...,n}

(−1)|B|−|J |−1χ̃B

)
,

simp2(n) =
∑

A⊆{2,...,n}

(−1)|A|χ̃A∪{1}. (4.35)

Then the inner sum of the Fourier identity(4.25)is

∑

chainsA
A1 = {1}

(−1)n−|A|

|A|∏

i=1

(χ̃Ai△J+χ̃Ac
i△J) =

{
simp1(J ;n) if J 6= {2, . . . , n}
simp1(J ;n) + simp2(n) if J = {2, . . . , n}.

(4.36)

It is easy to see, by summing overJ ⊆ {2, . . . , n}, that this conjecture implies the
Fourier identity. The identity is easily checked forJ = ∅, {2}, {2, . . . , n}; for the remain-
ing cases, it is sufficient (by relabeling) to considerJ = {2, . . . , i} for 3 ≤ i ≤ n− 1, but
we do not as yet have a proof.
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5. CONCLUDING REMARKS

By adopting an appropriate combinatorial perspective, we are able to unify the analysis
of the number theory and random matrix theory expansions. Wereduce showing agreement
of the two expressions of then-level density to a combinatorial identity, which we can
verify for n ≤ 7. As there should be a purely combinatorial proof of this identity, we
conclude with a few thoughts related to it; we welcome any correspondence with people
interested in extending these arguments.

5.1. Verifying the identity formally. We can view the Fourier Identity as a formal iden-
tity: the indicator functions̃χA generate a subringC(n) ⊆ L∞(Rn) that is a quotient of a
polynomial ring in2n variables,

C[xA : A ⊆ {1, . . . , n}] → C(n), xA 7→ χ̃A (5.1)

As a ring of functions,C(n) is certainly reduced, so it is sufficient to check that the identity
holds over every quotientC(n)/P , whereP ∈ SpecC(n) is a prime ideal.

By equation (4.29) of Lemma 4.6, this map factors through thequotients

C ′(n) =
C[xA : A ⊆ {1, . . . , n}]
(xAxB − xA : A ⊆ B)

, C ′′(n) =
C(n)∑

(xA1 · · ·xAk
)
, (5.2)

where the second quotient is by the monomialsxA1 · · ·xAk
such that̃χA1 · · · χ̃Ak

is identi-
cally zero as an indicator function in the supported region,namely

{u1 > 0, . . . , un > 0,
∑

ui < 2} ⊆ Rn. (5.3)

(We remark that condition (4.30) does not describe all such products.)
ForC ′(n), prime ideals are in one-to-one correspondence with antichains: if{W1, . . . ,Wk}

is an antichain, the corresponding prime ideal is

P = (xA : for eachi, A 6⊇ Wi) + (xA − 1 : for somei, A ⊇ Wi). (5.4)

Passing toC ′′(n) just removes ‘identically-zero’ antichains from consideration. For each
of the remaining antichainsW = {W1, . . . ,Wk}, we consider the Fourier Identity under
the mapC(n) → C that sends

xA 7→
{
1 A ⊇ Wi for somei,

0 otherwise.
(5.5)

Verifying that the Fourier identity holds under each of these maps is sufficient to verify the
full Fourier identity. AssumingC ′′(n) ∼= C(n) (that is, assuming there are no additional
relations between thẽχA), this is also a necessary condition.

We express both sides of the Fourier identity in terms of Euler characteristics. Fix an
antichainW = {W1, . . . ,Wk} and let

S = S(W) = {A ⊆ {1, . . . , n} : A ⊆ W c
i for somei} =

k⋃

i=1

[∅,W c
i ]. (5.6)
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ThusS is a simplicial set; its vertices are
⋃k

i=1W
c
i and its maximal faces are theW c

i . By
evaluating as in (5.5), the setsA with Ac ∈ S evaluate to 1, so the right-hand side of the
Fourier identity becomes

∑

A:Ac∈S

(−1)|A|+1 =
∑

A∈S

(−1)n−|A|+1 = (−1)n−1χEul(S), (5.7)

up to a sign, the Euler characteristic of the simplicial complexS.
We now express the left-hand side in a related way. First, we determine the value of

χ̃A△J + χ̃Ac△J under the evaluation map. GivenJ,W ⊆ {1, . . . , n}, let U(J,W ) be the
union of segments fromP(1, . . . , n),

U(J,W ) =
[
W − J,W c ∪ (W − J)

]
∪
[
W ∩ J,W c ∪ (W ∩ J)

]
. (5.8)

It is easy to see the following:

(1) the two segments are disjoint ifW 6= ∅,
(2) A△J ⊇ W if and only ifA is in the first segment,
(3) Ac△J ⊇ W if and only ifA is in the second segment.

In particular, we conclude that, evaluated atW,

χ̃A△J + χ̃Ac△J =

{
1 A ∈

⋃k
i=1 U(J,Wi)

0 otherwise.
(5.9)

We are only interested in chains whereA1 = {1}, so let

U(J ;W) =

k⋃

i=1

U(J,Wi), (5.10)

Û(J ;W) =
(
{1}, {1, . . . , n}

]
∩ U(J ;W). (5.11)

Evaluating the inner summand of the Fourier Identity forJ gives a sum over all chains in
U that begin withA1 = {1}. If {1} /∈ U , there are no such chains inU , so the sum is 0;
otherwise, such chains are in bijection withall chainsA′ in Û (with the length off by 1), so
that ∑

chainsA
A1 = {1},

Ai∈U

(−1)n−|A| = (−1)n
∑

chainsA′

Ai∈Û

(−1)|A
′|−1 = (−1)nχEul(Û), (5.12)

the Euler characteristic of the order complex∆ord(Û).
In other words, the Fourier Identity now reads, with the(−1)n canceled andχEul denot-

ing the Euler characteristic,
∑

J⊆{2,...,n}
{1}∈U(J ;W)

−χEul(Û(J ;W)) = χEul(S(W)). (5.13)
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APPENDIX A. WHICH PRODUCTS OF THE INDICATOR FUNCTIONS̃χA ARE 0?

In addition to the approach using Euler characteristics in section 5.1, the authors are in-
terested in suggestions or answers to the problem of determining which products̃χA1 · · · χ̃Ak

are identically zero in the integration region, whereAj ⊆ {1, . . . , n} and

χ̃A := χ̃
(∑

i∈A

xi −
∑

i∈Ac

xi),

andχ̃(x) is the indicator function of(1,∞).
In other words, we wish to solve the following linear program: letM be ank×n matrix

with each entry±1, and let

b = (1 · · ·1)T ∈ Rk, (A.1)

c = (1 · · ·1)T ∈ Rn. (A.2)

Minimize cTx =
∑

i xi, subject to

Mx ≥ b, (A.3)

x ≥ 0. (A.4)

For j = 1, . . . , k, let Aj ⊆ {1, . . . , n} be the set of+1’s in the j-th row ofM . Then the
productχ̃A1 · · · χ̃Ak

is identically zero iff one of the following holds:

(1) the minimum ofcTx is 2 or greater, or
(2) the problem is infeasible.

The product is nonzero iff the minimumc∗ ∈ [0, 2). Note that the problem cannot be
unbounded sincecTx ≥ 0. Of course, we could replace the objective function by the
inequality

∑
i xi < 2.

APPENDIX B. SUMS OVER CHAINS

We include a proof of Lemma 4.4 involving sums over chains. The authors thank B.
Ullery for the proof of 6.1(1).

Lemma B.1. Given chainsA,B, we writeB � A if B is a subchain ofA (we include the
‘empty chain’ with no sets). IfA = A1 ⊂ · · · ⊂ Ak, we writek = |A|. Then

(1) For anyn,
∑

A:1∈A1,
Ak = {1,...,n}

(−1)|A| =

{
−1 n = 1

0 n > 1.

(2) For anyn,
∑

A:A1 = ∅,
Ak = {1,...,n}

(−1)|A| = (−1)n−1.

(3) For fixedB with 1 ∈ B1,
∑

A�B,1∈A1,
Ak = {1,...,n}

(−1)|A| =

{
(−1)n if B1 = {1},
0 otherwise.
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(1) Forn = 1 there is only one possible chain of the desired form, namely{1}. Other-
wise, there is a bijection between chainsA of the desired form withA1 = {1} and those
with A1 ) {1}, by deleting or prepending{1} from the beginning of the chain. Since this
reverses the parity of|A|, the sum vanishes.

(2) Inductively, consider a chainA′ : ∅ = A′
1 ⊂ · · · ⊂ A′

k = {1, . . . , n − 1} on
{1, . . . , n−1}. There aret−1 ways of inserting the elementn into the chain while keeping
A1 = ∅ and the last set equals{1, . . . , n}: we can add it into one of theAi, i = 2, . . . , t,
or we can insert it immediately afterAi asAi ∪ {n}, for i = 1, . . . , t.

The chainsA obtained this way contribute(t−1) · (−1)|A
′|+ t · (−1)|A

′|+1 = (−1)|A
′|+1,

giving the recurrence
∑

A:A1=∅,
Ak={1,...,n}

(−1)|A| = −
∑

A:A1=∅,
Ak = {1,...,n−1}

(−1)|A
′|. (B.1)

Forn = 1, there is only one such chain, namely∅ ⊂ {1}, which has length 2.

(3) WriteB = B1 ⊂ · · · ⊂ Bk. ChoosingA � B is the same as choosingk + 1 chains,
namely, a chain with1 ∈ A1 andAk = B1; then, for each2 ≤ i ≤ k − 1, a chain fromBi

toBi+1, and a chain fromBk to {1, . . . , n}. Thus, we factor our sum as
∑

A�B,1∈A1,
Ak = {1,...,n}

(−1)|A| = (−1)|B|
( ∑

A:1∈A1
Ak=B1

(−1)|A|
)
·
( ∑

A:A1=B1
Ak=B2

(−1)|A|
)
· · ·
( ∑

A:A1=Bk

Ak={1,...,n}

(−1)|A|
)
.

(B.2)
EachBi is double-counted in the lengths of the chains, so we multiply by (−1)k = (−1)|B|.

By parts (1) and (2) above, this gives

= (−1)|B|

{
(−1) B1 = {1}
0 B1 6= {1}

}
· (−1)|B2|−|B1|−1 · · · (−1)n−|Bk|−1, (B.3)

which is(−1)n whenB1 = {1} and 0 otherwise, as desired.
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