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Introduction
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The German Tank Problem: General Statement

Problem of statistical inference using limited
information.

Dates back to WW II.

Allies needed to find an accurate way of estimating
the number of German Tanks being produced.
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Approaches

How did allies find the number of tanks?

Spies vs Math/Stats!

Allies used serial numbers of captured or broken tanks on
the battlefield to find a formula for estimation.

Assumed serial numbers started at 1.

Statistical estimates were MUCH more accurate.
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Importance

Why is it important to make a accurate estimate?

Dangers of under-estimating and over-estimating.

Underestimating: Send too few tanks and will likely
lose in battle.

Overestimating: Waste resources, waste time.
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Structure of the Talk

Original Tank Problem & Improving the formula.

Discrete 2-dim Problem (Square & Circle).

Discrete Generalized L dimensional problem.
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Mathematical Preliminaries
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Combinatorial Identities

Pascal’s identity(
n + 1

k

)
=

(
n
k

)
+

(
n

k − 1

)
.

Hockey Stick Identity
N∑

m=k

(
m
k

)
=

(
N + 1
k + 1

)
.
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Generalized Hockey Stick Identities

Identity I: For all N ≥ k ,

N∑
m=k

(
m − b
k − c

)
=

(
N − b + 1
k − c + 1

)
−

(
k − b

k − c + 1

)
.

Identity II: For all N ≥ k ,

N∑
m=k

(m − a)

(m−b
k−c

)(N
k

) =
N
(N−b+1

k−c+1

)
− (k − 1)

( k−b
k−c+1

)
−
(N−b+1

k−c+2

)(N
k

)
−

a
(N−b+1

k−c+1

)
−

( k−b
k−c+2

)
− a

( k−b
k−c+1

)(N
k

) .
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CDF Method

Cumulative Distribution Function Method
The cumulative distribution function (CDF) of a random
variable X with density f , denoted F , is given by

F (x) := Prob(X ≤ n) =

∫ n

−∞
f (t)dt , for any n ∈ R.

Discrete CDF method: get probability by differences

Prob(X = n) = Prob(X ≤ n) − Prob(X ≤ n − 1).
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Variance & Covariance

Definition
The variance for a random variable X is the average of
the squared difference from the mean, E[X ]:

Var(X ) = E[(X − E[X ])2]

= E[X 2] − E[X ]2.

Lemma
The covariance of two random variables satisfies

Cov(X ,Y ) = E[X − E[X ]] · E[Y − E[Y ]]

= E[XY ] − E[X ] · E[Y ].
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1-dim German Tank Problem
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Conjecturing the Formula

How should N̂ depend on mk (maximum tank number
observed) and k (number of tanks observed)?

We state the formula:

N̂ = mk

(
1 +

1
k

)
− 1.

Is this reasonable?

Note sanity checks at k = 1 and k = N.
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Proving the Formula: Step 1: Sample Maximum Probability

Lemma
M: random variable for the maximum number observed;
mk : the value we see. For k ≤ mk ≤ N,

Prob(M = mk) =

(mk−1
k−1

)(N
k

) .

Proof:

Have to choose (k − 1) tanks from (m − 1) values.
Probability is

(m−1
k−1

)
/
(N

k

)
. □
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Step 2: Expected Value Preliminaries

Definition of expected value:

E[M] :=
N∑

mk=k

mk · Prob(M = mk).

Substituting:

E[M] =
N∑

mk=k

mk

(mk−1
k−1

)(N
k

) .
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Step 3: Computing E[M]

E[M] =
N∑

mk=k

mk

(mk−1
k−1

)(N
k

) .

Hockey stick identity allows us calculate nice closed form
expressions.

E[M] =
k(N + 1)

k + 1
.

We invert the equation.
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Step 4: Finding N̂

Solve for N:

N = E[M]

(
1 +

1
k

)
− 1.

Substitute mk (observed value for M) as best guess for
E[M].

Obtain our estimate for the number of tanks produced:

N̂ = mk

(
1 +

1
k

)
− 1,

completing the proof. □
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Improving the formula

Can we do better by using the second largest tank? What
about the Lth largest tank?

Probability that the second largest tank is mk−1:

Prob(Mk−1 = mk−1) =

(mk−1−1
k−2

)(N−mk−1
1

)(N
k

) .
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Formula using Second Largest Tank

Using these identities, we get:

N̂ = mk−1
k + 1
k − 1

− 1.

Using the definition of variance, E[X 2] − E[X ]2, to
calculate variances of both formulas.

Var(Xk) =
(N − k)(N + 1)

(k)(k + 2)
.

Var(Xk−1) =
2(N − k)(N + 1)
(k + 2)(k − 1)

.

Notice that Var(Xk−1) is roughly two times as larger.
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Using more tanks to estimate

What if we use more than one tank?

Motivation from portfolio theory.

Linear combination of two stocks.

Two independent stocks with same rate of return with
different variances.

Can get a smaller variance by investing in both.
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Portfolio Theory

Two independent stocks with mean µ, variances σi
(assume 0 ≤ σ2 ≤ σ1).

Let Xα = αX1 + (1 − α)X2. We have

Var(Xα) = α2σ2
1 + (1 − α)2σ2

2.

Check endpoints (α = 0 or 1) and critical points:

2ασ2
1 − 2(1 − α)σ2

2 = 0,

gives a critical value of

α∗ =
σ2

2

σ2
1 + σ2

2
.
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Checking Critical Values

When α = 0 , Var(Xα) = σ2
2.

When α = 1 , Var(Xα) = σ2
1.

When α =
σ2

2
σ2

1+σ2
2

, plug in α:

Var(Xα) =

(
σ2

2

σ2
1 + σ2

2

)2

σ2
1 +

(
1 − σ2

2

σ2
1 + σ2

2

)2

σ2
2

=
σ2

1σ
2
2

σ2
1 + σ2

2
.

Notice
σ2

1

σ2
1 + σ2

2
· σ2

2 < σ2
2.
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Weighted Statistic

We quickly review notation.
Mk = Largest Observed Tank.
Mk−1 = Second largest Observed Tank.
Xk = Statistic using Mk : Mk(

k+1
k ) - 1.

Xk−1 = Statistic using Mk−1: Mk−1(
k+1
k−1) - 1.

Weighted statistic. Let α ∈ [0,1] and define the weighted
statistic Xα by

Xα := αXk + (1 − α)Xk−1.
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Variance of Weighted Statistic

We calculate the variance of Xα.

Var(Xα) = α2Var(Xk) + (1 − α)2Var(Xk−1)

+ 2α(1 − α)Cov(Xk ,Xk−1).

Covariance calculation is involved, as it uses the joint
PDF.
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Covariance Calculation

Show part using joint PDF of the involved calculation.

Cov[Xk ,Xk−1] = E[Xk · Xk−1] − E[Xk ] · E[Xk−1].

E[Xk · Xk−1] = E
[(

mk

(
k + 1

k

)
− 1

)
·
(

mk−1

(
k + 1
k − 1

)
− 1

)]
=

(k + 1)2

k(k − 1)
E[mk · mk−1] − k + 1

k
E[mk ]

− k + 1
k − 1

E[mk−1] + E[1].
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Covariance Calculation

Use the joint PDF:

E[Mk · Mk−1] =
N∑

mk=k

mk−1∑
mk−1=k−1

mkmk−1

Prob(Mk−1 = mk−1,Mk = mk)

=
N∑

mk=k

mk−1∑
mk−1=k−1

mkmk−1

(mk−1−1
k−2

)(N
k

)
Using identities,

=
(k − 1)(N + 2)(N + 1)

(k + 2)
− (k − 1)(N + 1)

k + 1
.
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Results from Calculations

Variance of Xk

Var(Xk) =
(N − k)(N + 1)

(k)(k + 2)
.

Variance of Xk−1:

Var(Xk−1) =
2(N − k)(N + 1)
(k + 2)(k − 1)

.

Covariance term:

E[Xk · Xk−1]− E[Xk ] · E[Xk−1] =
(N + 1)(N − k)

k(k + 2)
.
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Calculating Optimal α value

Recall,

Var(Xα) = α2Var(Xk) + (1 − α)2Var(Xk−1)

+ 2α(1 − α)Cov(Xk ,Xk−1).

We solve for Var(Xα)
′ = 0 (and check the endpoints of

α = 0 or 1).

After algebra, we get the optimal α is 1.

Corresponds to using only the largest tank.
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2D Square
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Discrete Square Problem

Discrete Square Problem: From a square with points
(1,1) to (N,N), we select k pairs without replacement.

Estimate using the largest observed component.

N̂ =
2k + 1

2k
(m − 1).

Focus on asymptotic relations as it is hard to get clean
formulas.
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Sample Maximum Probability & Expected Value Calculations

PDFM(m) = Prob(M ≤ m) − Prob(M ≤ m − 1)

=

(m2

k

)(N2

k

) −
(
(m−1)2

k

)(N2

k

) .

Use definition of expected value, and telescope:

E[M] =
N∑

m=⌈
√

k⌉

m · PDFM(M = m)

=
N∑

m=⌈
√

k⌉

m
(m2

k

)
− (m − 1)

(
(m−1)2

k

)(N2

k

) −
N∑

m=⌈
√

k⌉

(
(m−1)2

k

)(N2

k

) .
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Sample Maximum Probability & Expected Value Calculations

PDFM(m) = Prob(M ≤ m) − Prob(M ≤ m − 1)

=

(m2

k

)(N2

k

) −
(
(m−1)2

k

)(N2

k

) .
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E[M] =
N∑

m=⌈
√

k⌉

m · PDFM(M = m)

=
N∑

m=⌈
√

k⌉

m
(m2

k

)
− (m − 1)

(
(m−1)2

k

)(N2

k

) −
N∑

m=⌈
√

k⌉

(
(m−1)2

k

)(N2

k

) .

41



Introduction Preliminaries 1-dim German Tank Problem 2D Square 2D Circle L-Dimensional References and Appendix

Euler-Maclaurin Formula

Theorem (Euler-Maclaurin formula)
For p a positive integer and a function f (x) that is p times
continuously differentiable on the interval [a,b], we have

b∑
i=a

f (i) =

∫ b

a
f (x)dx +

f (a) + f (b)
2

+

⌊ p
2 ⌋∑

q=1

B2q

(2q)!
(f 2q−1(b)− f 2q−1(a)) + Rp,and

|Rp| ≤ 2ζ(p)
(2π)p

∫ n

m
|f (p)(x)|dx .
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Bounds lemma

Lemma

For m,L ≥ 0 and k ≥ 1,

mLk − mLk−L
(

k(k − 1)
2

)
≤ mL(mL − 1) · · · (mL − (k − 1))
≤ mLk .

Upper bound: trivial.

Lower bound: by induction.

Then, apply Euler-Maclaurin on both bounds.
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Calculations

Use only the main term to find a clean approximation (as
N → ∞ dominates the error terms).

N−1∑
m=⌈

√
k⌉

m2k ≈ (N − 1)2k+1 − (⌈
√

k⌉)2k+1

2k + 1

Because we assumed that k is fixed,
if N is very large the other

terms are negligible.

≈ (N − 1)2k+1

2k + 1
.
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Calculations

Now we combine all terms and get

E[M] = N
(

2k
2k + 1

)
+ 1.

Invert the relationship between N and m and get

N̂ =
2k + 1

2k
(m − 1).
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Comparing Formulas

Discrete 1D formula: N̂ = k+1
k · m − 1.

Discrete 2D square formula: N̂ = 2k+1
2k (m − 1).

Notice

k + 1
k

>
2k + 1

2k
.
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2D Circle
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Discrete Circle Problem

Select k pairs without replacement from a circle with
radius r and center (0,0).

Which statistic to study?

We look at X 2 + Y 2.

Only integers.

Estimate for r 2 and then take square root to estimate
for r .
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Gauss Circle Problem

Need to know the number of lattice points inside the circle.

Theorem (Gauss Circle Problem)

Let P(r) := {# of (q,n) ∈ Z2 : q2 + n2 ≤ r 2}.

We have

P(r) = πr 2 + E(r).

We do not need the best known results, so we write E(r)
as O(r δ). The current world record has .5 < δ < .63.
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Calculating the Expected Value

Calculate using the discrete CDF method. Leave them as
expressions of P.

E[M] =
r2∑

m1=0

m1 · Prob(M = m1)

= [P(1)− P(0)] + [2P(2)− 2P(1)] + · · ·+
r 2[P(r 2)− r 2P(r 2 − 1)]

= r 2P(r 2)− [P(1) + P(2) + P(r 2 − 1)

= r 2 − 1(
πr2+O(rδ)

k

) r2∑
m1=0

(
π(m1 − 1) + O((m1 − 1)δ)

k

)
.

Set bounds and apply E-M to calculate the second term.
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Calculations

Use only the main term, as we can’t invert if we use all
terms.

Using similar arguments as the discrete square,

r2∑
m1=0

(
π(m1 − 1) + O(mδ

1)

k

)
≈ πk · (r

2 − 1)k+1

k + 1
.

Now that we have a estimation for the main term, we
finish our calculation.
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Formula

For the expected value, we get

E[M] ≈ r 2 · k
k + 1

+ 1.

Inverting the relationship, we get

r̂ =

√
k + 1

k
(m1 − 1).
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L-Dimensional Problem
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Higher Dimensional Cases

The results and calculations for higher dimensional cases
are similar to the two dimensional cases.

However, we look at different statistics:

Generalized Discrete Square: Largest observed
component.

Generalized Discrete Circle: X 2
1 + X 2

2 + · · ·+ X 2
L .
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Results for Generalized Square

Discrete:
N̂ =

Lk + 1
Lk

(m − 1).

Notice Lk+1
Lk is very very close to 1.

Scaling factor doesn’t play a big role in higher dimensions.
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Generalized Circle Problem

Have to know the number of lattice points inside a L-dim
sphere with radius r .

V (n): be the volume of a L-dim sphere.

V (n) =
π

L
2

Γ(L
2 + 1)

r L :

Use this formula to find P(r), the number of lattice points
inside the L-dim sphere.

Denote the bounds with big O notation.

P(r) =
π

L
2

Γ(L
2 + 1)

r L + O(r δ).
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Results

Discrete:

r̂ =

√
(m1 − 1) · k + 1

k
.

Notice formula is independent of L.
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Simulation for 1-dim case
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Two Dimensional Circle Code
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Two Dimensional Discrete Square
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Comparing 1D to 2D
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